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Abstract

Quality (Q0) degradation of superconducting,field-
emission-freecavities at high accelerating gradient (Eacc>
20 MV/m) has been observed at a number of laboratories.
This Q slope presents the main impediment to achieving
gradients in excess of 25 MV/m needed for future super-
conducting high-energy accelerators. Presented here are
Q0 measurements and numerical simulations withSUPER-
LANS and ANSYS that provide insight into the mecha-
nism responsible for theQ0 degradation. A model, based
on magnetic field enhancement at the grain boundaries,
is developed and used to simulate the measuredQ0 re-
sults. It can explain differences in cavity behavior follow-
ing 150�C and 850�C heat treatment. The model also
explains a number of other observations, such as the im-
proved cavity performance following electropolishing, and
the predominance of cavity breakdown at the equator weld
in chemically etched cavities.

1 INTRODUCTION

Until recently, thermal breakdown and field emission [1]
proved to be the main limiting mechanisms in super-
conducting radiofrequency (rf) cavities. Both have now
been eliminated—the former by postpurifying niobium,
the latter by clean-room assembly and, in particular, high-
pressure rinsing.

Interestingly, though, a steep decline of the cavity qual-
ity (Q0) is still observed at high electric accelerating gra-
dient (Eacc), even in the absence of any field emission.
TheQ-drop in L-band cavities generally begins at about
Eacc= 15–20 MV/m with Q0 a few1010 and continues un-
til the cavity breaks down at 25–35 MV/m withQ0 = 109–
1010. Temperature mapping of suchQ slope afflicted cav-
ities revealed that the power dissipation occurs throughout
most of the cavity [2]—in contrast to field emission which
causes localized losses.

Thermometry also revealed thatQ slope afflicted cavi-
ties etched with buffered chemical polish (BCP) frequently
break down at the equator. [3, 4] Visual inspections of the
breakdown region failed to locate any obvious weld de-
fects. Repeated BCP treatment does shift the breakdown
locationbut only along the equator. Yet, often no signifi-
cant gain in breakdown field is achieved.

However, when electropolishing (EP) the cavity for
about 50�m or more the breakdown field increases, the
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Figure 1: Quality of a single-cell TESLA cavity tested at
Saclay (BCP treatment only) and subsequently electropol-
ished and retested at KEK. TheQ slope reduced and the
breakdown field increased following electropolishing.No
x rays were detected. From Reference [5].

Q slope decreases and the breakdown location shifts to a
random location in the cavity. An example of this effect
is shown in Figure 1. Repeated electropolishing may im-
prove the cavity further. The maximum field achieved so
far has been almost 40 MV/m withQ0 > 1010. [6] Sub-
sequent BCP treatment in excess of a few tens of microns
again reduces the gains achieved with EP.

A number of mechanisms have been proposed to explain
theQ slope. They include the segregation of impurities and
magnetic field enhancement at the grain boundaries.

In the former case it is stipulated that impurities segre-
gate in the grain boundaries during BCP etching, which
cause additional losses. In contrast to BCP, EP rounds and
reduces surface features, possibly diminishing the extent of
impurity segregation in the grain boundaries. Differences
in acid composition between BCP (HF + H3PO4 + HNO3)
and EP (HF + H2SO4) may also lead to different impurity
segregation.

The field-enhancement model assumes that the magnetic
field locally exceeds the rf critical fieldHcrit due to field en-
hancement at microstructures on the rf surface. Primarily
the boundaries between grains at different inclination are
thought to be the source of the field enhancement. Again,
BCP tends to accentuate these features. Although only
a small region may quench, simply the sheer number of
grain boundaries and the large normal-conducting surface
resistance might explain the observedQ0 reduction. Ul-
timately cavity breakdown is triggered by the most dissi-



pative boundary. The reduced surface roughness of elec-
tropolished cavities in this case explains the diminishedQ
slope.

Preliminary studies of grain boundaries with a nuclear
microprobe have failed to detect a consistently higher im-
purity concentration at boundaries than elsewhere. [7] We
have therefore analyzed theQ slope based on the magnetic
field enhancement at grain boundaries.

A scanning electron microscope (SEM) and a surface
profiler were used to characterize the niobium surface fol-
lowing BCP and EP treatments. The magnetic field en-
hancement at such microstructures was then calculated
with the electromagnetic codeSUPERLANS. In conjunc-
tion, thermal simulations withANSYS determined the tem-
perature profile in the cavity wall in the presence of a nor-
mal conducting grain boundary. In particular the power
dissipation and thermal stability of such a boundary was
analyzed.

The results were combined to yield a numerical model
which simulates theQ slope. This model was used suc-
cessfully to reproduce theQ0 versusEacccurves of a cavity
tested at Cornell following three different treatments which
had had a marked effect on theQ slope.

2 CAVITY TEST RESULTS

Two high-RRR, 2-cell TESLA cavities were tested at Cor-
nell with near identicalQ0 versusEacc curves. One cavity
was sent to KEK for electropolishing and further tests, the
results being reported in [4]. The results of the other cavity
are used here to illustrate the magnetic-field-enhancement
model.

The cavity was produced from1=1600 Russian, RRR-
500, niobium. The cells were deep drawn and electron-
beam welded (full penetration from the outside) along the
equator and irises. The following is the treatment and test
history:

1. 150�m removal with BCP 1:1:2 below 15�C.

2. Cavity stored in clean air for one month.

3. High-pressure rinsed (HPR) twice at 1000 psi, one
hour each time. Dried cavity in class 100 clean room
for one day.

4. Test A.

5. Baked cavity on test stand (vacuum better than
10�6 torr) at 150�C for� 43 hours.

6. Test B.

7. High-pressure rinsed twice for a total of 110 min.
Dried cavity in clean room for three days.

8. Test C.

9. High-pressure rinsed once for 50 min.
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Figure 2:Q0 measurements at Cornell with a chemically
treated, RRR-500, two-cell TESLA cavity.

Table 1: Q0 values measured at� 1:7 K and 4.2 K at
Eacc < 10 MV/m. ` is the electron mean free path needed
to achieveQ0(4:2 K).

Test Q0(� 1:7 K) Q0(4:2 K) `
A 2:7� 1010 3:8� 108 250 nm
B 1:7� 1010 6:5� 108 16 nm�

C 1:7� 1010 6:5� 108 16 nm�

D 1:6� 1010y 3:4� 108 413 nm

�RBCS using this value for̀ only yieldsQ0(4:2 K) = 6:25 � 108.
yThe bath temperature had not yet bottomed out when the measurement

was taken. HigherQ0 values may be possible.

10. Heat treated in vacuum furnace for two hours at
880�C.

11. High-pressure rinsed twice for a total of two hours.
Dried in clean room for one day.

12. Test D.

High-peak-power processing was applied successfully in
the tests, except for Test B, to eliminateall field emission.
Figure 2 summarizes the results. Since some field emission
remained in Test B, yet the results were identical to those
from Test C, we know that the field emission in the former
case was not the source of theQ slope.

Note the similarQ slopes in all tests. The most strik-
ing difference is the early onset of theQ slope and lower
quench field following the 150�C heat treatment between
Tests A and B. The originalQ slope is subsequently recov-
ered after the 880�C heat treatment.

The tests were all performed below 2.2 K. Precise mea-
surements of the bath temperature (Tb) were not carried
out. However, we estimateTb � 1:7 K. Table 2 summa-
rizes the 4.2-K and 1.7-K low-fieldQ0 values. Of particu-
lar importance, as we will show later, is the the decreased
4.2-K BCS surface resistance following the 150�C bake-
out. We believe this can explain the early onset of theQ
slope in Tests B and C.
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Figure 3: Schematic of a grain boundary that has quenched
due to magnetic field enhancement at the grain boundary.

3 OUTLINE OF THE Q SLOPE MODEL

The remainder of the paper develops the field-enhancement
model to explain theQ slope in general and in particular to
simulate the results in Figure 2. We have chosen to concen-
trate on these results because the treatment history is well
documented, and thesamecavity was tested following var-
ious treatments that had a marked effect on the cavity be-
havior.

As mentioned in the introduction, a possible explana-
tion of theQ slope is the quenching of grain boundaries
due to the enhancement of the magnetic field above the
critical rf field (Hcrit). It is well documented that the sur-
face roughness of niobium treated with BCP can exceed
5–10�m [8, 9], with abrupt changes in the slope between
grains. The magnetic-field-enhancement factor�m of a step
will depend on geometry (angle, aspect ratio, radius of cur-
vature at the corner . . . ) so that a distribution function
ngb(�m)d�m is needed to describe the field-enhancement
factors of all grain boundaries.

A grain boundary becomes normal conducting when
�mH = Hcrit, whereH is the surface-magnetic field in the
absence of any surface roughness. A zeroth order estimate
of the power dissipated per length (_Q0

diss) by this normal
conducting grain boundary is

_Q0
diss�

1

2
Rncwnc(�mH)2 if �mH � Hcrit (1)

which increases quadratically withH once the boundary
quenches. HereRnc is the surface resistance of normal
conducting niobium andwnc is the width of the region of
the grain boundary that is in the normal state. Figure 3
illustrates the geometry of the grain boundary. Hence, as
Eacc is raised, not only do more and more grain boundaries
quench, but also the power dissipation in those that are al-
ready normal conducting increases. Eventually the most
dissipative grain boundary causes cavity breakdown.

To estimate the total lengthLnc of normal conducting
grain boundaries needed to explain aQ0 reduction from
2 � 1010 to 5 � 109 at Eacc = 30 MV/m, we stipulate
thatwnc � 1 �m (a justification is given later). SinceRnc

is much larger than the superconducting surface resistance
Rs, the areawncLnc is much less than the cavity surface

areaAcav so that1

LncwncRncH
2

crit

AcavRsH2
=

2� 1010

5� 109
= 4 (2)

or

Lnc = 4
AcavRs

wncRnc

�
H

Hcrit

�2

: (3)

For a 2-cell TESLA cavityAcav = 0:156 m2, Rs =
13:8 n
 at Q0 = 2 � 1010, Rnc = 1:35 m
 at 1.3 GHz
andH=Hcrit � 0:6 atEacc = 30 MV/m (Hcrit � 2000 Oe).
Hence

Lnc = 2:3 m: (4)

Given that the average grain is about50 �m (= lgb) wide,
there are roughlyAcav=l

2

gb � 6 � 107 grains with a total
grain boundary length of� 6200 m. Hence only a small
fraction of all grains need be normal conducting to explain
theQ slope.

At this point we can identify two conditions placed on
the distribution functionngb(�m). First, some grain bound-
aries must have�m � Hcrit=H1,H1 being the field at which
theQ slope begins. If this occurs atEacc = 20 MV/m then
the maximum occurring�m has to be about 2.5. Second, at
30 MV/m�m � 1:6 is required to quench a grain boundary.
Yet only a small fraction of the grain boundaries should be
normal conducting at this field, as illustrated by (4). That
is, ngb(�m) must peak below 1.6 and drop rapidly as�m

increases. The studies described below demonstrate that
both conditions are consistent with BCP treated niobium
surfaces.

If the distribution function and power dissipation due to
a grain boundary are combined and integrated one can cal-
culate the cavity losses as a function ofEacc. These simu-
lation results can then be compared directly with the mea-
suredQ0 data.

Several important aspects of theQ slope model were in-
vestigated in detail and they are discussed more extensively
in later sections.

1. How big are the surface features on BCP-treated nio-
bium? How sharp are the transitions? Microscopy and
profilometry have shown that 12�m steps with slope
angles on the order of 20� are possible. Most steps
are smaller—about 5�m in height. The corners of the
steps have radii of curvature less than a few microns.

2. Are field-enhancement factors of 2.5, consistent with
the onset of theQ slope, possible? What�m values do
the majority of the grain boundaries have? Are these
less than 1.6? To answer these questions, we calcu-
lated the field-enhancement factors of steps found in
Item 1 with the programSUPERLANS. The results in-
deed show that for structures on a BCP treated surface
we can expect a maximum enhancement factor of 2.5
and an average�m less than 1.5.

1We used the “effective” area which assumes a constant magnetic field
throughout the cavity.



3. Having established that grain boundaries can quench
atEacc = 30 MV/m, several more questions arise: Is
a normal conducting grain boundary thermally stable,
or does it immediately cause cavity breakdown? If
not, how much power does the grain boundary dissi-
pate? Are most losses due to the normal conducting
region or do BCS losses contribute significantly? At
what field does a normal conducting grain boundary
trigger cavity breakdown?

We explored these issues by simulating the thermal
behavior of a normal-conducting grain boundary in
superconducting niobium with the programANSYS.
These calculations have shown that grain boundaries
with �m up to about 2.5 indeed will only cause cav-
ity breakdown at 30 MV/m and above—in agreement
with our measurement results. Below the breakdown
field, almost all power dissipation (for our cavity pa-
rameters) occurs in the normal conducting boundary
rather than in the surrounding superconductor.

4. Our results thus confirmed that during cw cavity op-
eration quenched grain boundaries are likely above
about 20 MV/m. To complete the discussion we com-
bined the information from Items 1–3 to arrive at an
expression for the cavityQ0 as a function ofEacc.
This function was integrated numerically and com-
pared with the measuredQ0 data discussed in Sec-
tion 2. A good fit can be achieved for all tests by vary-
ing only one parameter—the critical magnetic field
or, alternatively, the normal conducting surface re-
sistance. A number of reasons are given why either
of these (or both) may have changed between cavity
tests.

4 SURFACE ROUGHNESS
MEASUREMENTS

To gauge the microstructure of the the rf surface of a typical
cavity, a number of niobium samples were polished with
BCP and/or electropolished. These samples were studied
in an optical microscope, an SEM, and with a surface pro-
filer (Alpha Step 500 by Tencor) capable of resolving sub-
micron steps. A more detailed report of these studies is
given in [9].

The profiler’s stylus has a 5�m radius of curvature and
a 60� shank angle. Hence, an abrupt step will be measured
as an incline of 60� with a radius of curvature of 5�m (see
Figure 4) so that the surface profiles only yield an upper
limit on these quantities. However, height differences are
reproduced accurately.

Figure 5(a) depicts an SEM micrograph of RRR-300 nio-
bium from Teledyne Wah Chang (not heat treated), follow-
ing a 120�m etch with BCP 1:1:2. A profile taken from
this sample is shown in Figures 5(b) and (c). The largest
surface features are about 12�m high, while most features
are about 5–10�m in height. A smaller substructure exists
on the grains. The root-mean-square height for all steps is

r = 5 µm

60˚

Stylus

Profile measured by stylus

r = 5 µm

Step in niobium surface

Figure 4: Schematic of a 90� step on a surface and the
profile measured by the surface profiler.
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Figure 5: Surface profiles of Teledyne Wah Chang,RRR-
300 niobium (not heat treated), etched for 120�m with
BCP 1:1:2 below 15�C. (a) SEM micrograph taken at
a glancing angle (80�), but corrected for distortion. (b)
5000�m profile scan, (c) 500�m scan of the shaded region
in (b). The angles indicate the slope angle at that point.

about 5�m. [9] SEM measurements at a glancing viewing
angle also confirm this estimate of the step height.

The graphs are deceptive regarding the aspect ratio of
the surface features and the step angles due to the vastly
different vertical and horizontal scales. In fact the mea-
sured slopes are usually very gentle, most of them being
on the order of 5�–20�, with a maximum of slope of 40�.
To illustrate this point, Figure 6 summarizes the slopes in
scans from Figure 5(a). Only steps larger than a few mi-
crons were considered.

As mentioned above, these angles represent a lower limit
on the slope angles. An additional complication in the eval-
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Figure 6: Histogram of the slope angles in Figure 5(b) and
a similar scan. Only steps greater than a few microns were
considered.

0.24 µm
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Figure 7: High-magnification secondary-electron micro-
graph of a grain boundary (viewed from straight above).

uation arises from the fact that the stylus’ direction of travel
need not always be perpendicular to the grain boundary.
The measured angle�measis related to the true angle (�true)
by

�true = tan�1

�
tan �meas

cos�

�
(5)

where90� � � is the angle the stylus motion makes with
respect to the grain boundary. For example, if�meas= 20�

and� = 45� then�true = 27�. Again this effect causes the
slope angle to be underestimated.

To calculate�m, some knowledge of the abruptness of
the transition region between grains is also needed. As dis-
cussed above, the stylus’ radius of curvature prevents a di-
rect measurement with the profilometer. The only informa-
tion gleaned from the results in Figure 5 is that generally
the radius of curvature of the grain boundaries is less than
5 �m.

For a slightly better estimate one can use a high-
magnification picture of a typical grain boundary, as in Fig-
ure 7. The contrast of secondary electron images is not only
very sensitive to the surface composition but also the topog-
raphy. Hence, surfaces sloping in different directions will
appear with a different brightness. The transition between
the two surfaces in Figure 7 is about 0.24�m wide. If we
make the assumption that one surface is a flat top and the

other sloping at an angle�, then for a normal viewing angle
the apparent width of the transition region iss = R sin �,R
being the radius of curvature. Ifs = 0:24 �m as in Figure 7
and� � 20�, R = 0:7 �m. If � � 5� thenR = 2:8 �m.
Hence radii of curvature of less than 3�m are likely, espe-
cially if the transition region in Figure 7 is determined by
the resolution of the SEM rather than its true width.

5 FIELD-ENHANCEMENT
CALCULATIONS

Next we needed to estimate the field-enhancement factor
of grain boundaries. To begin, we decided to concentrate
on large steps (on the order of 10�m) since our estimate in
Section 3 suggests that only the biggest steps contribute to
theQ slope.

5.1 SUPERLANS simulation geometry

We used an electromagnetic solver to calculate the fields
inside a cavity in the presence of a small step on one of the
walls. The ratio of the magnetic field in the presence of the
step to that in the absence of the step then yields�m.

The size (frequency) of the cavity has little impact on the
calculated�m, provided it is large enough so that the step
does not affect the field distribution far from the step. Thus
the cavity has to be much larger than the step.

Given that the step corner’s radius of curvature is at most
a few microns, a very high resolution mesh is needed near
the step, and especially at the corner. The use of a fully 3-D
code is very difficult due to the mesh requirement. Further-
more the shape of the corner has to be faithfully represented
by the mesh. We therefore used the 2-D finite element code
SUPERLANS(with cylindrical symmetry) whose mesh ele-
ments can follow the contours very well.

Which radius of curvature (R) does one end up using
for the boundary? The considerations in Section 4 have
demonstrated thatR < 3 �m (more likely< 1 �m), but it
could be considerably less than that. AsR tends towards
zero,�m becomes infinite at the corner. How can we there-
fore trust the values for�m that we calculate, since they
depend on our choice ofR? Fortunately, we can also place
a reasonable lower limit onR to be used in the simulations.
This value is based on the penetration depth of the rf field
in the normal conducting niobium.

Once a grain boundary is fully normal conducting at the
corner, the field penetrates the niobium a distance�, known
as the skin depth. Even ifR � �, the rf field “sees” an
effective radius of curvature (Reff) at the corner on the order
of �. In the simplified view of an infinitely sharp corner
depicted in Figure 8

Reff =
�p
2� 1

= 2:4�: (6)

We used the normal-conducting penetration depth rather
than the superconducting London penetration depth (�L)
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Figure 8: Geometry used to estimate the effective radius
(Reff) of curvature “seen” by the rf field at an infinitely
sharp corner.� is the skin depth of normal conducting nio-
bium.

for the following reason:�L is much smaller than� (possi-
bly even smaller than true radius of curvatureR), and�m is
larger forReff � �L than ifReff � �. When�mH > Hcrit

the grain boundary quenches,Reff suddenly increases and
�m decreases. We suspect that the grain boundary thus en-
ters a state similar to the intermediate state2 (see, for ex-
ample, [10]), where the grain boundary is partially super-
conducting and partially normal conducting. The super-
conducting portion decreases to zero until�mH = Hcrit,
where here�m � 2:4�, i.e., the field enhancement is calcu-
lated for normal conducting niobium.

We therefore usedReff based on� in our simulations to
determine when the grain boundary is completely normal
conducting. However, future refinements of these simula-
tions should probably include the finite conductivity of the
niobium and the true radius of curvature.

At 1.3 GHz and 4.2 K,� for niobium is about 0.3�m.
Equation 6 then yieldsReff � 0:7 �m. In the calculations
discussed below we choseReff = 1 �m.

All calculations were done with a pillbox cavity and the
TE011 mode, so the field in the absence of a step is known
analytically. By placing the step at the center of the outer
wall, as in Figure 9, we also ensured that (a) the magnetic
field is perpendicular to the step and (b) the field is near
uniform over the length of the step. The mesh at the corner
was very dense (on the order of 0.1�m or less, especially
for shallow angles�). Far away from the step, for example
on axis, a mesh spacing as large as 70�m was used.

5.2 SUPERLANS results

A simple test ofSUPERLANS’ ability to mesh and solve
such small structures in a relatively large cavity, is to calcu-
late the field enhancement of a perfectly conducting semi-
circle on the outside wall. The three dimensional analogy
would be an infinitely long cylinder in a uniform magnetic
field. This case is known analytically to have a field en-
hancement factor�m = 2 at the top, independent of its
size. [10] Using the geometry in Figure 9, we simulated a

2The intermediatestate, which is due to geometry-dependent field en-
hancement, is not the same as themixed statefor type-II superconductors.
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Figure 9: Pillbox cavity with a small step used for simu-
lations in SUPERLANS. Calculations were done with the
TE011 mode. Note the symmetry plane on the left bound-
ary. The step is thus 100�m wide.

(a) (b)

Figure 10: Magnetic field lines of theTE011 mode in the
cavity depicted in Figure 9. The step is 100�m wide,
10�m high, with a slope angle of 20�. (a) Complete cavity,
(b) magnified view of the10 �m�10 �m region around the
corner of the step.

radius 1�m rod (smaller than the steps used in the follow-
ing simulations). SUPERLANScalculated�m = 1.98—an
agreement with the analytical result to within 1%.

Figure 10 depicts the magnetic field lines of theTE011

mode in the presence of a step. The field enhancement fac-
tor along the rf surface is given by the ratio of the calcu-
lated magnetic field to the field in the absence of the step.
This ratio is depicted in Figure 11(a). The maximum field
enhancement factor (�max

m ) for a number of different slope
angles is depicted in Figure 11(b). Field enhancement val-
ues for the type of grain boundaries found on BCP treated
surfaces can be as large as 2.5, the majority having�m less
than 1.5 (� = 10�).

One simulation was performed with a100 �m� 10 �m
step, slope angle 20� and a 5�m radius of curvature. In
that case�m = 1:6, which is not much less than the case
withReff = 1 �m (�m = 1.8). The field enhancement model
thus does not depend critically on our choice ofReff.

Not only is the maximum�m value of importance, but
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Figure 11: Magnetic field enhancement due a100 �m �
10 �m step. (a) Field enhancement along the rf surface
near the corner (slope angle = 20�). (b) Maximum field
enhancement versus slope angle.

also the widthwnc of the curve in Figure 11(a) needs to
be determined. This information allows us to calculate
the width of the quenched region about the grain bound-
ary (recall, we usedwnc = 1 �m in Section 3). In our
simple picture, only the very tip of the corner will quench
when�mH = Hcrit. As H is increased further, the nor-
mal conducting region grows wider. We chose to “define”
wnc to be the width of the normal conducting region when
H = 110%Hcrit=�

max
m . For example, if a grain bound-

ary quenches atEacc = 20 MV/m, the normal conducting
width is equal townc at 22 MV/m. In all cases shown in
Figure 11(b), we found

0:5 �m < wnc < 0:75 �m: (7)

Since the width continues to increase withH we chose
wnc = 1 �m in the following simulations.

6 THERMAL SIMULATIONS

The discussions in the previous section establish that at
least some grain boundaries on a BCP treated surface are
likely to quench at field levels on the order ofEacc =
30 MV/m (required�m � 1:6). The power dissipated by
the grain boundary alone is then given by (1).

At this point it not clear, though, that the conduction of
heat from such a line source by the surrounding niobium
is sufficient to thermally stabilize the grain boundary. The
situation is similar to that of a normal conducting particle
that, if sufficiently large, can trigger thermal breakdown.

A simple criterion for thermal breakdown to occur is that
the temperature at the particle (defect) radius must exceed
the critical temperature of niobium (Tc = 9:2 K). When
this happens, the normal conducting region expands and a
thermal runaway ensues. For RRR-300 material this situ-
ation occurs at 30 MV/m when the particle size is on the
order of 15�m.

For a spherical defect the temperature decrease rapidly
as1=r, r being the distance from the defect.3 In the case of

3This model is very simplistic—it assumes that the thermal conductiv-
ity of the niobium is temperature independent.

RF power determined by temperature dependent surface resistance
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Figure 12: Geometry used inANSYS simulations.

an (infinitely long) line source of heat the decay of the tem-
perature is much slower—it decays asln(r) provided the
thermal conductivity is temperature independent. Hence,
even thoughwnc is very small, it is not evident that a grain
boundary which quenches will not immediately cause the
cavity to break down.

Another question is: Do the elevated temperatures near a
grain boundary increase the BCS losses significantly so that
the total losses attributable to a normal conducting bound-
ary are augmented beyond_Q0

diss in (1)? In other words,
do most of the losses occur in the grain boundary itself or
are they due to the increased superconducting losses in the
region near the boundary?

Both of these questions can be answered by numerically
simulating the heat flow from a grain boundary in a slab of
niobium. For this purpose we chose the finite element code
ANSYS.

6.1 ANSYS simulation geometry

Although ANSYS is capable of 3-D simulations, so far we
have performed all calculations with translational symme-
try in the third dimension. Thus the normal conducting
grain boundary is infinite in length. In future we hope to
refine our calculations by using the full three dimensions.

Figure 12 depicts the simulation geometry and mesh. It
consists of a 2 cm wide, 0.15 cm thick slab of niobium. The
thickness was chosen to match that of the cavity used in our
tests. Results from Reference [11] for RRR-500 niobium
were used for the temperature-dependent thermal conduc-
tivity.

The line “defect” (cross section1 �m�1 �m when sym-
metry is included) is situated in the high-density-mesh re-
gion at the top left hand corner. The power produced by
this defect throughout its volume was determined with (1).
The remainder of the top surface is a convective boundary,
where the (temperature dependent) convection film coeffi-
cient is adjusted so that the power flux�top matches the
superconducting rf losses:

�top =
1

2
Rs(T )H

2: (8)

Thus the model includes surface-resistance-dependent ef-
fects such as a global thermal instability.

The programSRIMP [12] was used to calculate the tem-
perature dependent BCS surface resistance of niobium with
a London penetration depth of 30 nm (= �L) and a co-
herence length of 40 nm (= �c). [13] The mean free path
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Figure 13: Comparison of global thermal breakdown sim-
ulations for a 3-GHz, RRR-400 cavity at 1.4 K.

` was adjusted untilQ0(4:2 K) = G=Rs(4:2 K) equaled
that in Table 2,G being the geometry factor (275
 for
the TESLA shape). A residual resistanceR0 was also
added at all temperatures so thatRs(1:7 K) yielded the low-
temperatureQ0 values in Table 2.

Similarly, a convective boundary at the bottom permit-
ted heat to flow into the helium bath. In this case the
flux (�bottom) is determined by the temperature dependent
Kapitza conductivityHK (Tb;�T ):

�bottom = HK(Tb;�T )�T; (9)

where�T is the temperature difference between the nio-
bium and the helium bath, andTb is the bath temperature.
We used the function

HK (Tb;�T ) = 0:02T 4:65
b f(Tb;�T ) (10)

f(Tb;�T ) = 1 + 1:5� + �2 + 0:25�3 (11)

� =
�T

Tb
; �T � 1:4 K

quoted in Reference [14]. When�T is greater than
1.4 K, �bot exceeds the critical heat flux for helium II
(� 1 W/cm2) and the Kapitza conductivity is drastically
reduced [15], in our case by a factor of 20.

The left and right boundaries are taken to be adiabatic (=
reflection symmetry). The right boundary is sufficiently far
from the defect to have little impact on the results.

To gain confidence inANSYS we used the same geom-
etry to calculateQ0 versusEacc for a RRR-400, 3-GHz,
defect-freecavity up to the global thermal breakdown
limit.4 These calculations had previously been performed
with the programHEAT [16]. The results, shown in Fig-
ure 13, demonstrate that the agreement is very good.

6.2 ANSYS results

Given a quench field ofHcrit = 2000 Oe andwnc = 1 �m,
the power dissipated in the normal conducting region is

4I.e., no grain boundary heating was included.
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Figure 14: Temperature distribution within the niobium
slab atEacc = 30 MV/m with a grain boundary dissipat-
ing 17 W/m. (a) Complete slab, (b) temperature along the
rf surface. All data calculated with surface resistance data
for Test C.

� 17 � 1012 W/m3 when�mH = Hcrit (see (1)). Here
we assumed that all the power is dissipated up to a depth
of 1 �m (see Figure 12), so that the power dissipated per
length of grain boundary is 17 W/m.

Figure 14 depicts the temperature profile in the slab
at Eacc = 30 MV/m for a grain boundary with�m =
Ecrit=Eacc = 1:62, Ecrit = 49 MV/m being the acceler-
ating gradient whenH = Hcrit. Similar simulations were
performed up toEacc = 33 MV/m, and in all cases, just as
in Figure 14, we found that the grain boundary is thermally
stable. Thus, a boundary that quenches atEacc� 33 MV/m
and dissipates 17 W/m willnotcause thermal breakdown in
a cavityat the quench field of the boundary. Its only effect
is to reduce theQ0.

A striking feature of Figure 14 is the width of the temper-
ature distribution despite the relatively low peak tempera-
ture (< Tc). This fact is a consequence of the infinitely long
line defect used in the simulation and can lead to a thermal
runaway due to the BCS surface resistance. In reality grain
boundaries range from about 50�m to 1 cm in length, de-
pending on the annealing history of the niobium. Hence
the temperature distribution shown here will only apply up
distances on the order of the length of the grain boundary.
We will return to this observation later in the discussion of
breakdown inQ slope-afflicted cavities.

In the absence of any superconducting losses, a nor-
mal conducting grain boundary simply dissipates_Q0

diss =
17 W/m at the boundary’s quench fieldEq = Ecrit=�m, ir-
respective of whatEq is. However, the superconducting
losses of the surrounding niobium are also increased due to
the presence of the quenched boundary, and the total losses



17.0

17.5

18.0

18.5

19.0

19.5

20.0

0.0 5.0 10.0 15.0 20.0 25.0 30.0 35.0

P
ow

er
 d

is
si

pa
te

d 
pe

r 
le

ng
th

 [W
/m

]

Quench field (Eq) [MV/m]

Using Test D suface resistance

Using Test C surface resistance

Using Test A surface resistance

No superconducting losses

Figure 15: Total power dissipation due to a grain boundary
quenching at fieldEq (�m = Ecrit=Eq). Superconducting
losses increase the dissipation above 17 W/m. Subtracted
out are the superconducting losses in the defect free case to
yield the losses entirely attributable to the quenched bound-
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attributable to the grain boundary (P 0
diss) exceed _Q0

diss by a
field dependent amount.

Figure 15 depicts the total losses due to a normal bound-
ary quenching at fieldEq.5 The losses due to the supercon-
ducting surface resistance make up at most 15% of the total
losses and are, not surprisingly, greatest for the case where
the BCS resistance is largest at 4.2 K. ThusP 0

diss� _Q0
diss.

Another question now arises: If a grain boundary
quenches atEq, dissipating a powerP 0

diss given by Fig-
ure 15, how does that power increase asEacc is raised above
Eq? And at what field does the cavity break down? Again,
in the absence of BCS losses, the dependence is quadratic
(see (1)).6 Since superconducting losses matter fairly little
in Figure 15, the deviation from (1) is expected to be small.
Eventually, though, cavity breakdown will be triggered.

To make theQ slope calculation discussed later more
convenient, we actually investigated howP 0

diss changed
with �m. I.e., if a boundary quenches with�m = �q at
Eq, dissipatingP 0

diss, how much more power does a grain
boundary with�m > �q dissipate at the same field?7 Fig-
ure 16 demonstrates that indeed this power dissipation is
(near) quadratic. The quadratic dependence continued up
to a maximum�m = 2:9 at which pointANSYS no longer
converged on a stable solution. We took this fact to indicate
that thermal breakdown was occurring. At that point the
temperature on the helium side, opposite the grain bound-
ary, first exceeded 3.1 K and the heat flux was larger than
the critical flux for helium II. Thusbreakdown was trig-
gered by a lack of cooling at the helium interface, not a
thermal runaway due to the BCS resistance. This situa-

5To arrive at these values, all simulations were repeated without the
defect present. These determined the superconducting losses due to a de-
fect free cavity (it turns out that theQ0 is nearly field independent), which
then were subtracted out from the losses calculated with the defect present.

6This statement must be modified if the increase ofwnc with H is
taken into account.

7That grain boundary would have first quenched atEq�q=�m.
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Figure 16: Power dissipated per length by a grain boundary
as a function of�m atEacc = 30 MV/m, relative to a grain
boundary that quenches atEq = 30 MV/m with �q = 1:63.
Superconducting losses in the defect free case have been
subtracted out. TheRs data used here correspond to theQ0

data from Test D.

tion may, however, change for thicker niobium, different
thermal-conductivity niobium, a higher bath temperature,
or a different Kapitza conductance (which is difficult to
measure accurately).

These results suggest that a grain boundary with�m

= 2.9 will cause cavity breakdown at 30 MV/m, dissi-
pating _Q0

diss = 55 W/m in the normal conducting region
(= 17 W/m� (2:9=1:63)2). In fact, the width of the nor-
mal conducting region increases with field due to the dis-
tribution of�m about the corner (see Figure 11(a)). A grain
boundary at a fieldEacc = 1:25Eq will typically have a
width about twice that ofwnc which was determined at
1:1Eq. Thus we really expect that a grain boundary with
2:9=

p
2 = 2:1 < �m < 2:9 will already quench the cav-

ity at 30 MV/m. A 100 �m� 10 �m step with a 30�–40�

slope thus is likely to be sufficient to explain the quench in
the TESLA cavity tests at 30 MV/m. This grain boundary
will have quenched at a fieldEq � 1:63=2:5�30MV/m =
20 MV/m—close to the beginning of theQ slope in Fig-
ure 2.

7 SIMULATING MEASURED Q0 DATA

At this point, theSUPERLANSand ANSYS simulation re-
sults can be combined to simulate theQ0 versusEacc re-
sults in Figure 2. Certain parameters in the model are not
known precisely, such as the critical rf magnetic field (Hcrit)
so we used reasonable estimates of these values. Hence,
the following results should be considered more a feasibil-
ity study of the model rather than a rigorously quantitative
result.

7.1 Total power dissipation in the cavity

To calculate theQ0, the total power dissipation (Ptot) in the
cavity has to be determined. At low field, the superconduct-



ing losses are the dominant source of power dissipation. At
high field the grain boundaries dominate.

To determine the latter losses we need to know the num-
ber of grain boundaries at the rf surface. Given a cavity
geometry factorG = 275 
 and the ratio of the peak sur-
face magnetic field to the square root of the stored energy
(�H = 19506 A/m

p
J), the effective area of the cavity is

Acav = 2
!

G�2H
= 0:156 m2 (12)

provided we assume that the magnetic field is constant
throughout the cavity.8 Given (12),

Q0 =
2!U

RsAcavH2
=

G

Rs
: (13)

in the absence of any defects.
The average length of a grain boundary in our cavity is

aboutlgb = 50 �m so the total number of grain boundaries
is

Ngb � 2
Acav

l2gb
= 1:2� 108: (14)

In fact, only half of these grains are outside step corners
and lead to field enhancement. The other half are inside
corners and reduce the magnetic field, thus playing no role
in bringing about theQ slope. We will ignore the latter half
in the following discussion by simply using

Ngb = 6� 107: (15)

This value is needed to calculate the number of grain
boundaries with magnetic field enhancement factor�m,
which in turn permits us to calculate the number of
quenched grains at a given field.

The�m distribution functionn(�m)d�m presently is not
known. However, the discussion in Section 3 has shown
that the distribution function peaks below�m = 1.6 and
drops rapidly with increasing�m to less than one part in
1000 at�m � 2:5. Our surface profiles andSUPERLANS

simulations are consistent with these constraints.
For our simulations we therefore chose

n(�m)d�m =
1

N exp

�
�j�m� �0j0:5

�0:5

�
; (16)

whereN normalizes the integral ofn(�m) to one. The
“center” �0 and “width” � of the distribution are free pa-
rameters used to fit the model to the measured data. The
main conditions placed on�0 and� are

�0 < 1:6

� � 1: (17)

In addition,once determined these values cannot change
unless the cavity undergoes some form of treatment (e.g.,
high-temperature heat treatment, electropolishing . . . ) that

8This is not a bad approximation since the magnetic field is near uni-
form over most of the cell region.

affects the structure of the rf surface. In the tests discussed
in Section 2 this was not the case, so that the same�0 and
� must be used to explain allQ0 curves.

Given (16), the total number of grain boundaries with
field enhancement factor�m to �m + d�m then is

N(�m)d�m = Ngbn(�m)d�m: (18)

If all grain boundaries were perpendicular to the magnetic
field then the total number of quenched boundaries at field
Eacc would be

Nq(Eacc) = Ngb

Z 1

�1

n(�m)d�m (19)

�1 = �min =
Ecrit

Eacc
:

For any other angle, only the perpendicular component of
H is enhanced, so that the “effective” enhancement factor
�eff is given by

�eff =

q
�2m sin2  + cos2  (20)

where is the angle betweenH and the grain boundary.
The minimum angle (min) at which a grain boundary with
�m will still quench at fieldEacc thus is determined by

Eacc�eff(min) = Ecrit: (21)

For a random angular distribution of grain boundaries, the
number of quenched grains then is

Nq(Eacc) =
2Ngb

�

Z 1

�1

Z �

2

1

n(�m)d d�m (22)

1 = min:

We require the power dissipated by all the normal con-
ducting grain boundaries. A grain boundary that quenches
at field levelEq dissipates a powerP 0

diss(Eq) per length, as
given by Figure 15. Then, as the field is increased above
Eq, the power dissipation of this grain boundary increases
as [�effEacc=Ecrit]

2:03 (see Figure 16). Therefore the total
power dissipated by all grain boundaries is

Pgb =
2P 0

diss(Eacc)lgbNgb

�

Z 1

�1

Z �

2

1

�
�eff(; �m)Eacc

Ecrit

�2:03

� n(�m)d d�m: (23)

Here we have assumed that the power dissipatedper length
by a grain boundary of lengthlgb equals that of an infinitely
long grain boundary. This approximation is not bad, since
most of the powerP 0

diss is due to losses in the grain bound-
ary rather than the surrounding superconducting niobium.
However, this situation may change if the thermal con-
ductivity, bath temperature, Kapitza conductivity, or wall
thickness is changed. Full 3-DANSYS simulations may
then be required.
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Figure 17: Comparison of the measured cavity quality (Test
A) with that calculated by (25) usingHcrit = 2000 Oe.

The total power dissipation (Ptotal) in the cavity is ob-
tained by adding the superconducting losses in the absence
of any grain boundaries (Psc).9 Thus

Ptotal = Pgb + Psc; (24)

and the cavityQ0 as a function of field is

Q0(Eacc) =
!U(Eacc)

Ptotal(Eacc)
: (25)

7.2 Test A results

Equation 25 was integrated numerically using the program
MATHCAD. The only free parameters in the model are�0
and� subject to the constraints in (17). In a sense, the
critical magnetic fieldHcrit (or equivalentlyEcrit) is also
free since it is not known very well. We choseHcrit =
2000 Oe (Ecrit = 49 MV/m) for Test A, which is in the
range of accepted values for niobium.

A good fit, as shown in Figure 17, was achieved with
�0 = 1:44 and� = 0:0068.10 Note again that, to arrive
at this fit, only�0 and� were varied. All other input data
were obtained from the simulations discussed previously.

7.3 Effect of bakeout on rf properties

Mentioned earlier was the fact that non of the cavity treat-
ments prior to Tests A–D should affect the distribution
function n(�m). For our model to have any validity we
must therefore be able to fit the otherQ0 curves using
the same fit parameters. The only parameter that changes,
it would appear, is the superconducting surface resistance
(expressed via theQ0 values at 1.7 K and 4.2 K). This re-
sults in minor differences in the values used forP 0

diss (Fig-
ure 15) and in the losses calculated in the absence of any
defects (Psc). The latter primarily changes the low fieldQ0

values, but has negligible impact on theQ slope. Even the

9Recall that these losses were subtracted out when calculatingP 0

diss,
which includes only losses attributable to the presence of a normal con-
ducting grain boundary.

10The fit was performed visually and may not be fully optimized.

change ofP 0
diss cannot explain the relatively large differ-

ences in theQ slope between Test A and Tests B & C.
However, two aspects of the model have not yet been

explored—namely the possibility thatHcrit andRnc need
not be the same following the 150�C bakeout.

TheQ0 results in Table 2 demonstrate that the bakeout
increased the residual resistance, and more importantly re-
duced the BCS resistance by almost a factor of two. A simi-
lar effect following a 10-min, 300�C bakeout was reported
in Reference [17]. There it was found that the naturally oc-
curring oxide layer on niobium (about 3 nm thick) begins to
disintegrate above a bakeout temperature of� 200–250�C
and diffuses into the bulk for several hundred nanometers
with a temperature dependent diffusion constant

DO = 0:02 exp

�
�13500 K

T

�
cm2

s : (26)

The effect of the oxygen rich layer was toraisethe residual
and normal conducting resistances,lower the BCS resis-
tance, andlower the critical transition temperature (Tc) by
up to 6%. The observation that the BCS resistance reduces
while Rnc increases is related to the fact that the BCS re-
sistance scales inversely with the electron mean-free-path
`. [1] This fact was already noted in Table 2.

Similar results were obtained in Reference [18] with nio-
bium wires. There it was found thatTc decreases by 0.93 K
per atomic percent oxygen dissolved and the normal resis-
tivity increases by 5.2�
 cm per atomic percent.

Since the thermodynamic critical field (and henceHcrit)
is proportional toTc [1], we expectHcrit to reduce with
increasing oxygen concentration.

A direct measurement of the impact of dissolved oxy-
gen onHcrit andRnc was made with a cavity that was first
anodized and then heat treated to create an oxygen rich sur-
face layer.11 [20]

Similar to the Tests B & C, this cavity also had a high
4.2-KQ0 (5:7�108) and its normal conductingQ0 at 10 K
was low—4 � 104 as opposed to2 � 105 for BCP treated
niobium. The breakdown field as a function of tempera-
ture is shown in Figure 18. The comparison with a cavity
treated with BCP alone demonstrates thatHcrit reduced sig-
nificantly over the entire temperature range.

The bakeout prior to Test B was at a lower temperature,
but lasted almost two days. An estimate of the diffusion
length of the oxygen is given by

x(t; T ) =
p
2DO(T )t � 0:1 �m; (27)

which is greater than both the original oxide thickness and
the London penetration depth of niobium (�L � 0:03 �m).
Questions remain whether 150 degrees C heat treatment is
sufficient to cause any of the oxide to disintegrate and fur-
ther investigation is warranted.

However, another potential source of oxygen exists in
this cavity: It has been shown that high-pressure rinsing at

11The technique used for this measurement is reported on in Refer-
ence [19].
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Figure 18: Measurement of the quench field in a cavity
treated with BCP alone and one previously anodized and
then heat treated to create an oxygen rich rf surface. [20]

1000 psi loads the niobium surface with oxygen [21] that
may not be chemically bound and thus is free to diffuse at
150�C. Since high-pressure rinsing is applied to all cavi-
ties that achieve high enough fields for theQ slope to mani-
fest itself, the diffusion of oxygen during a low temperature
bakeout may be unavoidable. Again further investigation is
needed.

7.4 Test C results

Based on the discussion in the previous section, it seems
reasonable that the critical magnetic field needs to be
adjusted downward to fit the Test C results. The high
Q0(4:2 K) also suggests that the normal conducting surface
resistance in (1) should be increased significantly, thereby
raisingP 0

diss. These effects combine to explain the worsen-
ing of theQ slope. Unfortunately, we did not measure the
normal conductingQ0 during these tests to substantiate the
increasedRnc. We thus ignored this aspect of the model
and solely adjustedHcrit.
Hcrit now becomes the fit parameter, while�0 and� are

the same as for Test A. Any change inHcrit here represents
anupperlimit, becauseP 0

diss was kept constant.
Figure 19 demonstrates that a good fit can be achieved

whenHcrit is reduced from 2000 Oe to 1875 Oe, a 6% ef-
fect and consistent with the change inTc reported in Ref-
erence [17] (and less than the change in Figure 18). On
the other hand, ifHcrit is fixed at 2000 Oe thenP 0

diss has to
be increased by a factor of 2.7 for a reasonable fit of the
Q0 data. This increase is not unrealistic considering that
the heat treatment of the anodized cavity caused the nor-
mal conductingQ0 to decrease by a factor of five. In fact,
the increase inP 0

diss, rather than the reduction ofHcrit, may
be the dominant reason for the worsening of theQ slope
following the bakeout.

The reduction ofHcrit and any increase inP 0
diss not only

account for the change in theQ slope, but also explain
why the cavity breakdown field reduced. If breakdown
was caused by a particle we would not expect the field
to reduce. In fact a slight increase is then likely because
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Figure 19: Comparison of the measured cavity quality (Test
C) with that calculated by (25) usingHcrit = 1875 Oe.

Q0(4:2 K) improved. Furthermore, the rf surface was not
exposed to particles during the heat treatment, so the lower
breakdown field cannot be due a new particle on the sur-
face. However, ifHcrit reduces andP 0

diss increases, the
grain boundary with the largest�m will quench at a lower
field while also dissipating more power. Consequently it
must precipitate cavity breakdown at a lower gradient, as
observed.

7.5 Test D results

Following the 880�C heat treatment, we expect the oxy-
gen concentration at the rf surface to have reduced again
as most of the oxygen diffused into the cavity bulk. The rf
properties of the niobium in Test D should thus be similar
to those during Test A. This is indeed borne out by the ex-
periment. In fact,̀ is larger (Q0(4:2 K) slightly smaller)
than for Test A, possibly because prior to Test A the cavity
was exposed to clean air for close to a month. A thicker
oxide may thus have been present on the rf surface, thereby
reducing̀ .

Based on this observation, we expect that ifHcrit is at all
different to that during Test A, it should be a little higher.
In fact,Hcrit had to be adjusted upward to 2070 Oe (3.5%)
to be able to fit the data in Figure 20. Again, the change
in Hcrit represents an upper limit because we ignored any
change inRnc.

Similar to the reduction of the cavity breakdown field in
Tests B & C (with respect to Test A), an increasedHcrit

also explains the slightly higher breakdown field in Test
D. Since the change inHcrit between Tests A and D is
smaller than that between Tests A and C, one also expects
the change in the breakdown field to be smaller. The exper-
iments bear this fact out.

8 SUMMARY AND DISCUSSION

We have demonstrated that the magnetic field enhance-
ment model to explain theQ slope is consistent with the
observed properties of BCP treated niobium. A good fit
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Figure 20: Comparison of the measured cavity quality (Test
D) with that calculated by (25) usingHcrit = 2070 Oe.

of all the cavity test results discussed in Section 2 can be
achieved with this model. In essence,Hcrit is the only ad-
justable parameter, and it varies with the condition of the rf
surface.

Other parameters, particularly the enhancement factor
distribution function, are not known from experiment and
thus have to be fit to the data using theQ0 curves. How-
ever, once determined,the same values were used to fit all
three experimental curves.

TheSUPERLANSsimulations demonstrated that the gen-
eral features of the distribution function chosen for the fit
(especially�0 � 1:4) are consistent with the measured
grain structure. Thermal stability of such a grain bound-
ary when it quenches was shown withANSYS to exist up to
the field levels achieved in the cavity.

With increasing field, more and more grain boundaries
quench, leading to the observedQ slope.

8.1 Uniform heating

The fraction of grain boundaries that are normal conduct-
ing at the maximum field achieved in each test is on the
order of5 � 10�4 � 1, in agreement with the estimate
made in Section 3. Still, the total number of normal con-
ducting grain boundaries is high, on the order6 � 104

so that the average spacing between normal conducting
grains is

p
Acav=(6� 104) � 1:6 mm. Each grain dissi-

pates aboutlgb� 20 W/m = 1 mW. The spacing between
grains is too small and the individual power dissipation is
too low for even the most sensitive thermometry systems
to detect single normal conducting boundaries. [22] Rather,
uniform heating throughout the high-magnetic-field region
(most of the cavity) should be observed. Measurements
at Saclay [2] have shown that this is indeed true. Future,
high-sensitivity measurements should yield more informa-
tion. When pushed to their limit, these may be able to de-
tect the quenching of individual boundaries in cavities with
large (millimeter-size) grains.
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Figure 21: SEM micrograph of a full-penetration electron-
beam weld as is used in superconducting cavities.

8.2 Breakdown field and location

TheQ slope model can also explain the breakdown field
and location in BCP treated cavities.

Cavity breakdown in theANSYS simulations was trig-
gered when a grain boundary no longer was thermally sta-
ble. In our case, this situation occurred when the flux at
the helium interface exceeded the critical flux for helium II
at about 30 MV/m. For thicker cavities, different thermal-
conductivity niobium, or higher bath temperatures, break-
down may also be triggered by the temperature dependent
BCS resistance. Further simulations are needed verify this
statement.

Our ANSYS simulations were performed with infinitely
long grain boundaries. For finite length grain boundaries
we expect the calculated temperature profile to only hold
within a distance less than the length of the boundary, i.e.,
about 50�m. Beyond that distance, the line defect will
begin to act more and more like a point defect, and the
temperature drops rapidly.

The grains throughout most of the cavity are much
smaller than the thickness of the cavity. It therefore is un-
likely that they will trigger cavity breakdown due to the
critical flux being exceeded at the helium interface.

However, the recrystallized grains along the equator
electron-beam weld are more likely to cause breakdown
for a number of reasons: First, they are several millime-
ters long [9]—greater than the cavity thickness—and hence
act as near infinitely long line defects when viewed from
the helium side. Second, the step height between grains
tends to be large (perhaps 30�m or more), greater than the
steps in the remainder of the cavity. The�m values in the
equator region will therefore be relatively large. Finally,
the grain boundaries in this region arenot randomly ori-
entated, but rather are near perpendicular to the magnetic
field in theTM010 cavity mode generally used for accel-
eration. An example is shown in Figure 21. The power
dissipation thereby maximized at these steps, and we ex-
pect the breakdown field predicted byANSYS with infinite
grain boundaries (� 30 MV/m) to apply to our rf cavity.

A cavity that has no significant particulate defects or in-
clusions will most likely break down at one of the large



equator-weld grain boundaries. Thermometry was not per-
formed with the TESLA cavity discussed here. However,
other measurement have shown that BCP treated cavities
quench at the equator weld despite the absence of any obvi-
ous defect (e.g., a particle or an inclusion). Repeated BCP
treatment shifts the breakdown location, but only along
the equator. [3, 4] This observation supports the claim that
breakdown is not triggered by a foreign defect but rather by
a grain boundary. Repeated etching changes the individual
grain boundaries so that a different one will dominate each
time, yet still the most dissipative ones are always located
along the equator.

Thermometry tests with seemless cavities could be used
to verify this theory. In that case, the breakdown location
should not be preferentially on the equator.

Note that the large equator grains primarily affect the
breakdown field, but have little impact on the generalQ
slope, because only a very small percentage of the total
grains are in the weld region. Seemless cavities are there-
fore not immune to theQ slope.

8.3 Electropolishing as aQ slope cure

Treatments that affect the surface morphology will alter the
Q slope and the cavity breakdown field. In this case the
change is due to a modification of the�m distribution func-
tion rather thanHcrit andRnc as in our tests.

Electropolishing, which is known to produce very
smooth, shiny surfaces, has been used successfully to re-
duce theQ slope and increase the breakdown field. [4, 5] In
this manner, up toEacc= 40 MV/m has been achieved. [6]

Electropolishing a previously BCP treated cavity re-
duces the surface roughness gradually, with saturation
in some cases only setting in after as much as 100–
150�m material removal. [8, 9] Substantial electropolish-
ing is therefore needed before a significant improvement of
Q slope is achieved.

The equator-weld grains will no longer have the dom-
inant field enhancement factor and the cavity breakdown
location may now be elsewhere. Experiments have shown
this to be true. [23] It is quite possible that very small par-
ticles rather than a grain boundary are then the source of
breakdown, indicating that still better cleaning techniques
are needed to reach higher fields. At 40 MV/m 10�m par-
ticles can cause breakdown. [24]

Not surprisingly, if an electropolished cavity is subse-
quently treated with BCP the surface roughness increases
again and theQ slope worsens. The cavity breakdown field
also is reduced. Saturation of the effect sets in after about
100�m material removal. [5, 8] Once more this is in agree-
ment with the observed saturation of the surface roughness
after about 100–150�m of BCP etching. [8]

8.4 Final remarks

One could conceive other models based on, for example,
the segregation of impurities in grain boundaries during
BCP treatment. Since electropolishing uses different acids,

contamination may be avoided in that case. Intergranular
losses or grain boundary quenches then bring about theQ
slope, so that a similar approach as outlined in Section 7
might be used to calculateQ0 data. However, why would
one have to electropolish the rf surface for up to 100�m
before theQ slope disappears. Why does a light BCP
etch (< 10 �m) following electropolishing not cause the
Q slope to reappear? With this model, the correlation be-
tween surface roughness and theQ slope would then just
be coincidence.

The large variety of experimental observations that are
consistent with the predictions of the field-enhancement
model therefore strengthen it. These predictions form the
basis for future experiments that we hope to perform in or-
der to check the model’s validity and to help us refine it.

A number of these experiments have already been dis-
cussed. For example, one should test the same cavity fol-
lowing a greater number treatments that alter the rf proper-
ties while maintaining the same distribution function for
�m. Even better would be a direct measurement of the
distribution function (including the simulation of enhance-
ment factors with finite conductivity niobium). Perhaps
then a better fit of theQ0 curves, especially at the be-
ginning of theQ slope, can be made. A measurement of
Hcrit andRnc following different cavity treatments would
also be very useful. These parameters then are no longer
free and the model is further constrained. Three dimen-
sional simulations of quenched grain boundaries and field-
enhancement factors would add another level of refine-
ment.

Other questions include: How does the normal conduct-
ing widthwnc change with field? How does such a normal
conducting–superconducting system behave at the bound-
ary? How does the average grain size affect theQ slope?
How does the cavity thickness, the RRR, and the bath tem-
perature affect theQ slope and the breakdown field? Can
the reduction of theQ slope following electropolishing be
explained solely by the smoothing of the rf surface? . . .
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