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History



Lattice QCD

1975  Ken Wilson invents lattice QCD ⇒ confinement!

1976-2000  Field stuck ⇒ little interaction with experiment.

• quark vacuum polarization too expensive

• mu , md = ms or larger (∞)

• implies 30-∞% systematic errors

2001-  Improved staggered-quark discretization for light quarks.

• Lattice spacings a = 0.06 - 0.18 fm.

• u, d, s vacuum polarization.

• mu = md = ms/10 to ms/2.5 (small enough to extrapolate).

• Same (relativistic) discretization for u, d, s, and c.



Cornell Workshop: Jan. 2001

• Few % precision now for dozens of “gold-plated” calculations.

- Masses, decay constants, mixing amplitudes, form factors, etc.

- “Gold-plated” process for every CKM matrix element but Vtb.

• Two challenges:

1. Validate/calibrate precision of new lattice methods; need %-accurate 
theory and experiment.

2. Do new physics:

- Std. Model failures in D, B physics?

- CLEO-c

- Racing with experiment.



D Decay Constants (2008)

Charm physics
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Figure 2: A comparison of lattice results for the D and Ds decay constant and experimental results obtained

from the leptonic decay rate using CKM elements Vcs and Vcd from elsewhere. The FNAL/MILC results

have been updated this year by [6] and the ETMC results are new and described in [7]. They include only

2 flavours of sea quarks, so are not directly comparable to the results above. There is agreement between

lattice and experiment for fD, but not for fDs .

be extracted from the experimental leptonic width using
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We compare results using different tastes of vector meson, ‘local’ and (taste-singlet) ‘1-link’. Nei-

ther is the conserved current and so the lattice results had to be renormalised to compare to ex-

periment. For the charmonium case this was done ‘nonperturbatively’ (i.e. using only continuum

perturbation theory and not lattice perturbation theory) making use of current-current correlators as

described in the next section. For the % the renormalisation was done using 1-loop lattice perturba-

tion theory, which apparently has small coefficients in the HISQ case. Agreement with experiment

is clear, work is ongoing on the error budget.

3. Determination of mc, mb and $s

The accurate determination of quark masses is important for several continuum QCD calcula-

tions. This is particularly true of the b and c quark masses whose uncertainty strongly affects the

determination, for example, of Vub from inclusive B→ # decays. The limitation on this determi-

nation from standard lattice QCD methods is often the matching from the lattice bare mass to a

continuum scheme such asMS. If lattice perturbation theory is used, a 2-loop determination of the

matching factor must be done and this is hard. Nevertheless encouraging results can be obtained in

the case of the charm quark using the HISQ action [9].

5

Experiment

Theory:
fD = 207(4) MeV
fDs= 241(3) MeV



HPQCD Errors Reliable?

Need to check:

• Light-quark vacuum polarization.

• c-quark discretization (mc = 0.43/a  to 0.85/a too large?).

• Implementation of axial-vector current.

• mu = md , a extrapolations.



What is lattice QCD?



Lattice Approximation

⇒ Fields Aμ(x), ψ(x) specified only at grid sites; interpolate for 
other points.

⇒ QCD → multidimensional integral (millions of dimensions):

Lattice Approximation

Continuous
Space & Time

−→

! ! ! !

! ! ! !

! ! ! !
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⇒ Fields ψ(x), Aµ(x) specified only at grid sites;
interpolate for other points.

K. Wilson (1974)

⇒ QCD→ multidimensional integration.

∫

#Aµ . . . e−
∫

Ldt −→

∫

∏

xjεgrid

dAµ(xj) . . . e−a
∑

Lj .

⇒ Millions of integration variables.

⇒ Numerical Monte Carlo integration.



Lattice Simulations

1. Tune five free parameters – bare mu=md , ms , mc , mb and αs – 
using m(π), m(K), m(ηc), m(Υ) and ∆EΥ(2S-1S).

2. Generate results for multiple values of lattice spacing a and 
mu,d (and lattice volume). Extrapolate to physical values.

3. Use vacuum expectation values of numerous operators to 
extract physics. No free parameters!



Light-Quark Vacuum Polarization



Lattice QCD/Experiment (no free parameters):

0.9 1 1.1

LQCD/Exp’t (nf = 0)

0.9 1 1.1

LQCD/Exp’t (nf = 3)
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High-Precision Test

1) Tune 5 free parameters (bare mu=md, ms, mc, mb and αs)
using mπ, mK, mψ, mΥ, and ∆EΥ(1P− 1S).

2) Compute other quantities and compare with experiment.

Davies et al, Phys. Rev. Lett. 92:022001, 2004. (HPQCD, MILC, Fermilab, UKQCD)



QCD Coupling 7

The c and b masses are required to convert α0 to
αMS(MZ , nf = 5). We account for the uncertainties in
these masses by including them as fit parameters, with
appropriate priors, together with fit parameters for un-
known high-order terms in the MS β-function, and in the
perturbative formulas for incorporating c and b vacuum
polarization [5, 6]. For the β-function, we allow for a
sixth-order term β4α6

MS
in the evolution equation (anal-

ogous to Eq. (5) for αV ) where β4 is a fit parameter with
a prior centered on β4 = 0 with width

σβ4 = max(|β0|, |β1|, |β2|, |β3|) (26)

for the MS βis. We include analogous corrections, fit
parameters and priors for the formulas for c and b vacuum
polarization.

B. Results

The results from our 22 determinations of the coupling
are listed and shown in Figure 1. The gray band corre-
sponds to our final result of

αMS(MZ , nf =5) = 0.1184 (9) (27)

which was obtained from a weighted average of all of
22 determinations [19]. Our error estimate here is that
of a typical entry in the plot; combining our results does
not reduce errors because most of the uncertainty in each
result is systematic. The individual results in the plot are
consistent with each other: χ2/22 = 0.2 for the 22 entries
in Figure 1. And the fits for each quantity separately are
excellent as well: χ2/11 = 0.3 to 0.6 for our fits to the
11 pieces of simulation data (one from each configuration
set) for each quantity. The results in Figure 1 are derived,
using perturbation theory (Section II), from the fit values
for α0, which average to

α0 = αV (7.5 GeV, nf =3) = 0.2122 (32), (28)

where again the error is that of a typical result for a single
short-distance quantity (it is not reduced by one over the
square root of the number of inputs).

Figure 2 reveals more details about our fit. The top
panel in this figure shows the values of αV (d/a) coming
from every short-distance quantity for every lattice spac-
ing in our configuration sets. The αV s plotted here were
obtained by refitting each piece of simulation data sep-
arately, rather than fitting results from all lattice spac-
ings simultaneously as above. In these fits we used the
values for cn with n > 3, w(1)

m , etc. obtained from our
simultaneous fit to all lattice spacings [20], which is why
the individual data points align well with the perturba-
tive result for αV (d/a) (the gray band). The fact that
different points align so well is an indication of the self-
consistency of our perturbative analysis across all scales
and for all quantities. The size of the error bars for dif-
ferent points is determined by the perturbative and non-
perturbative uncertainties associated with each piece of
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FIG. 1: Values for the 5-flavor αMS at the Z-meson mass from
each of 22 short-distance quantities. The gray band indicates
our final result, 0.1184 (9). χ2 per data point is 0.2.

simulation data. Points with error bars much larger than
the uncertainties in the perturbative αV (that is, much
larger than the vertical width of the gray band) have lit-
tle impact on our overall fits. The bulk of the uncertainty
at low momentum comes from uncertainties in the gluon
condensates. This is obvious when the results are rean-
alyzed without corrections for the condensates (bottom
panel in Figure 2). The most important simulation data
is at large d/a, where errors are smaller than the plot
points whether or not condensates are included.

It is useful to separate our error estimates into compo-
nent pieces. The error estimate produced by our fitting
code for a quantity like αMS is approximately linear in

8

log W11 log W12 log W22 log W11W22/W 2
12 log W12/u6

0 log W22/u8
0 αlat/W11

c1...c3 0.1% 0.1% 0.1% 0.3% 0.1% 0.1% 0.1%
cn for n ≥ 4 0.2 0.3 0.3 0.5 0.4 0.4 0.4

amq, r1mq extrapolation 0.1 0.1 0.1 0.0 0.1 0.0 0.1
(a/r1)

2 extrapolation 0.4 0.4 0.5 0.2 0.2 0.2 0.0
(r1/a)i errors 0.4 0.4 0.4 0.3 0.3 0.3 0.2

r1 errors 0.3 0.3 0.3 0.3 0.3 0.3 0.3
gluon condensate 0.1 0.1 0.1 0.2 0.1 0.1 0.1
statistical errors 0.0 0.0 0.0 0.1 0.0 0.0 0.0
V → MS→MZ 0.1 0.1 0.1 0.1 0.1 0.1 0.1

Total 0.7% 0.7% 0.8% 0.8% 0.6% 0.7% 0.6%

TABLE IV: Sources of uncertainties in determinations of αMS(MZ , nf =5) from various short-distance quantities. Uncertainties
are given as percentages of the final result in each case.
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FIG. 2: Values for αV versus d/a from each short-distance
quantity at each lattice spacing, with and without corrections
for gluon condensates. The gray band shows the prediction
from QCD evolution (Eq. (5)) assuming our composite fit
value (Eq. (28)).

all the variances σ2 that appear in the χ2 function:
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This works when errors are small, as they are here. To
isolate the part of the total error that is associated with

the statistical uncertainties in the Yi, for example, the fit
is rerun but with the corresponding variances rescaled by
a factor f close to one (f = 1.01, for example):

σ2
Yi
→ fσ2

Yi
(30)

for i = 1 . . . 11. Then

σ2
αMS

(f)− σ2
αMS

(f =1)
f − 1

≈
11∑

i=1

cYi σ2
Yi

(31)

The square root of this quantity is the part of the total
error due to the statistical uncertainties in the Yi. This
procedure can be repeated for each prior or group of pri-
ors that contributes to the χ2 function. The sum of the
variances obtained in this way for each part of the total
error should equal σ2

αMS
; if it does not, errors may not

be sufficiently small to justify the linear approximation
in Eq. (29) [21].

In Table IV we present error budgets computed in this
fashion for a sample of our determinations of αMS(MZ).
This table shows that our largest errors come from un-
certainties in the perturbative coefficients with n ≥ 4,
statistical errors in the simulation values for (r1/a)i,
systematic uncertainties in the physical value for r1,
finite-a lattice errors in r1, and chiral effects in the W s
and r1. Uncertainties in the parameters used to convert
α0 = αV (7.5 GeV, nf = 3) into αMS(MZ , nf = 5) have
negligible impact. Also negligible are uncertainties due
to the gluon condensate, and statistical errors in the Wil-
son loops.

Our errors are greatly reduced because we can bound
the size of perturbative coefficients cn for n = 4 and
beyond. This is possible because we are fitting simula-
tion data from five different lattice spacings simultane-
ously. As noted in [1], the n = 4 coefficients are large,
particularly for log(W )s where typically our fits imply
c4/c1 ≈ −4(2). As expected, perturbative higher-order
coefficients are smaller for other quantities: for exam-
ple, we find typically c4/c1 ≈ −2(2) for tadpole-improved
loops.

We tested the stability of our analysis procedure in
several ways:

• Tuned LQCD = real QCD.

• “Measure” 22 short-distance 
quantities Y(i) (nonperturbatively) in 
simulation.

• Extract coupling αs by comparing with 
perturbative expansions:

QCD Coupling

• Tuned LQCD simulation ≡ real QCD.

• “Measure” 28 short-distance quantities Y(i)

in simulation (nonperturbatively).

• Extract coupling αs by comparing with
perturbative expansions:

Y(i) =
∞
∑

n=1

c(i)n α
n
s (d
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The c and b masses are required to convert α0 to
αMS(MZ , nf = 5). We account for the uncertainties in
these masses by including them as fit parameters, with
appropriate priors, together with fit parameters for un-
known high-order terms in the MS β-function, and in the
perturbative formulas for incorporating c and b vacuum
polarization [5, 6]. For the β-function, we allow for a
sixth-order term β4α6

MS
in the evolution equation (anal-

ogous to Eq. (5) for αV ) where β4 is a fit parameter with
a prior centered on β4 = 0 with width

σβ4 = max(|β0|, |β1|, |β2|, |β3|) (26)

for the MS βis. We include analogous corrections, fit
parameters and priors for the formulas for c and b vacuum
polarization.

B. Results

The results from our 22 determinations of the coupling
are listed and shown in Figure 1. The gray band corre-
sponds to our final result of

αMS(MZ , nf =5) = 0.1184 (9) (27)

which was obtained from a weighted average of all of
22 determinations [19]. Our error estimate here is that
of a typical entry in the plot; combining our results does
not reduce errors because most of the uncertainty in each
result is systematic. The individual results in the plot are
consistent with each other: χ2/22 = 0.2 for the 22 entries
in Figure 1. And the fits for each quantity separately are
excellent as well: χ2/11 = 0.3 to 0.6 for our fits to the
11 pieces of simulation data (one from each configuration
set) for each quantity. The results in Figure 1 are derived,
using perturbation theory (Section II), from the fit values
for α0, which average to

α0 = αV (7.5 GeV, nf =3) = 0.2122 (32), (28)

where again the error is that of a typical result for a single
short-distance quantity (it is not reduced by one over the
square root of the number of inputs).

Figure 2 reveals more details about our fit. The top
panel in this figure shows the values of αV (d/a) coming
from every short-distance quantity for every lattice spac-
ing in our configuration sets. The αV s plotted here were
obtained by refitting each piece of simulation data sep-
arately, rather than fitting results from all lattice spac-
ings simultaneously as above. In these fits we used the
values for cn with n > 3, w(1)

m , etc. obtained from our
simultaneous fit to all lattice spacings [20], which is why
the individual data points align well with the perturba-
tive result for αV (d/a) (the gray band). The fact that
different points align so well is an indication of the self-
consistency of our perturbative analysis across all scales
and for all quantities. The size of the error bars for dif-
ferent points is determined by the perturbative and non-
perturbative uncertainties associated with each piece of
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FIG. 1: Values for the 5-flavor αMS at the Z-meson mass from
each of 22 short-distance quantities. The gray band indicates
our final result, 0.1184 (9). χ2 per data point is 0.2.

simulation data. Points with error bars much larger than
the uncertainties in the perturbative αV (that is, much
larger than the vertical width of the gray band) have lit-
tle impact on our overall fits. The bulk of the uncertainty
at low momentum comes from uncertainties in the gluon
condensates. This is obvious when the results are rean-
alyzed without corrections for the condensates (bottom
panel in Figure 2). The most important simulation data
is at large d/a, where errors are smaller than the plot
points whether or not condensates are included.

It is useful to separate our error estimates into compo-
nent pieces. The error estimate produced by our fitting
code for a quantity like αMS is approximately linear in



LQCD vs continuum QCD:

Davies et al, arXiv:0807.1687 (HPQCD, 2008); PDG (2004)



Without quark vacuum polarization:



c-Quark Discretization



Lorentz Symmetry Restoration

Lorentz invariance implies:Test by computing

c2(p) ≡
E2(p)−m2

p2
.

Lorentz invariance implies:

c2(p) = 1 ∀p.

Test by computing

c2(p) ≡
E2(p)−m2

p2
.

Lorentz invariance implies:

c2(p) = 1 ∀p.N.B. Much higher standards today.

Eg., c2 for ηc, with mc = 0.67/a, using HISQ action:

Follana et al (2007).

N.B. Much higher standards today.

Eg., c2 for ηc, with mc = 0.67/a, using HISQ action:

Follana et al (2007).



Spectrum

2

our results are both more accurate for the D and Ds and
more accurate for charmonium, allowing additional pre-
dictive power. In addition, our formalism has a partially
conserved current so we do not have to renormalise the
lattice fDq

to give a result for the continuous real world
of experiment. We can then reduce the error on fDq

to
2% and the ratio of decay constants even further.

We use the Highly Improved Staggered Quark (HISQ)
action, developed [7] from the asqtad action by reducing
by a factor of 3 the ‘taste-changing’ discretisation errors.
Other discretisation errors are also small since, in com-
mon with asqtad, HISQ includes a ‘Naik’ term to cancel
standard tree-level a2 errors in the discretisation of the
Dirac derivative. For c quarks the largest remaining dis-
cretisation error comes from radiative and tree-level cor-
rections to the Naik term and we remove these by tuning
the coefficient of the Naik term to obtain a ‘speed of light’
of 1 in the meson dispersion relation. The hadron mass
is then given accurately by its energy at zero momentum,
unlike the case for the clover action.

In [7] we tested the HISQ action extensively in the
charmonium sector, fixing mc so that the mass of the
‘goldstone’ ηc meson agreed with experiment. We showed
that remaining discretisation errors are very small, being
suppressed by powers of the velocity of the c quark be-
yond the formal expectation of αs(mca)2 and (mca)4.
The charm quark masses and Naik coefficients used for
different ‘very coarse’, ‘coarse’ and ‘fine’ MILC ensembles
are given in Table I. For the s and u/d valence quarks
we also use the HISQ action with masses in Table I.

We calculate local two-point goldstone pseudoscalar
correlators at zero momentum from a precessing random
wall source [8] and fit the average to:

C(t) =
∑

i,ip

aie
−Mit + (−1)taipe

−Mipt + (t → T − t). (2)

T is the time length of the lattice and t runs from 0 to
T . i denotes ‘ordinary’ exponential terms and ip, ‘os-
cillating’ terms from opposite parity states. Oscillating
terms are significant for Dq states because mc − mq is
relatively large, but not for π or K. We use a number of
exponentials, i and ip, in the range 2-6 and loosely con-
strain higher order exponentials by the use of Bayesian
priors [11]. Constraining the D and Ds radial excitation
energies to be similar improves the errors on the D. In
lattice units, MP = M0 and fP is related to a0 through
the partially conserved axial current relation, which gives
fP = (ma +mb)

√

2a0/M3
0 . The resulting fitting error for

all states is less than 0.1% on M0 in lattice units and less
than 0.5% on decay constants. Full details will be given
in a longer paper [12].

To convert the results to physical units we use the scale
determined by the MILC collaboration (Table I, [3]) in
terms of the heavy quark potential parameter, r1. r1/a
is determined with an error of less than 0.5% and allows
results to be tracked accurately as a function of sea u/d

quark mass and lattice spacing. At the end, however,
there is a larger uncertainty from the physical value of
r1. This is obtained from the Υ spectrum using the non-
relativistic QCD action for b quarks on the same MILC
ensembles [13], giving r1 = 0.321(5) fm, r−1

1 = 0.615(10)
GeV.

FIG. 1: Masses of the D+ and Ds meson as a function of the
u/d mass in units of the s mass at three values of the lattice
spacing. The very coarse results are the top ones in each set,
then coarse, then fine. The lines give the simultaneous chiral
fits and the dashed line the continuum extrapolation as de-
scribed in the text. Our final error bars, including the overall
scale uncertainty, are given by the shaded bands. These are
offset from the dashed lines by an estimate of electromagnetic,
mu != md and other systematic corrections to the masses. The
experimental results are marked at the physical md/ms.

Our results are obtained from u/d masses larger than
approximately three times the average mu/d of the physi-
cal u and d quark masses. We obtain physical answers by
extrapolating our results to the correct mu/d using chiral
perturbation theory. In addition we have systematic er-
rors from the finite lattice spacing values used. Since our
results are so accurate we can also fit them as a function
of a to extrapolate to the physical a = 0 limit. These
two extrapolations are connected through the discreti-
sation errors in the light quark action and one way to
treat those is by modifying chiral perturbation theory
to handle them explicitly [6]. A more general approach,
that allows us to handle light and heavy quark discreti-
sation errors together, is to perform a simultaneous fit
for both chiral and continuum extrapolations allowing
for expected functional forms in both with a Bayesian
analysis [11] to constrain the coefficients. We tested this
method by using it to analyze hundreds of different fake
datasets, generated using formulas from staggered chi-
ral perturbation theory [14] with random couplings. As
expected, we found that roughly 70% of the time the

1.962(6) GeV

1.868(7) GeV

HPQCD

Follana et al, Phys.Rev.Lett.100:062002, 2008 (HPQCD).



Relativistic Detail in Spectrum

Hyperfine mass splittings for mesons with c quarks:

N.B. Few MeV precision with no free parameters.

Example Analysis:

Hyperfine mass splittings for mesons with charmed quarks
using HISQ action:

N.B. Few MeV precision with no free parameters!

Follana et al (2007).



Pseudoscalar Current



Light-Quark Meson Decay Constants
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High Precision determination of the π, K, D and Ds decay constants from lattice QCD

E. Follana,1 C. T. H. Davies,1, ∗ G. P. Lepage,2 and J. Shigemitsu3

(HPQCD and UKQCD collaborations)
1Department of Physics and Astronomy, University of Glasgow, Glasgow, G12 8QQ, UK
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We determine D and Ds decay constants from lattice QCD with 2% errors, 4 times better than
experiment and previous theory: fDs = 241(3) MeV, fD = 207(4) MeV and fDs/fD = 1.164(11).
We also obtain fK/fπ = 1.189(7) and (fDs/fD)/(fK/fπ) = 0.979(11). Combining with experiment
gives Vus=0.2262(14) and Vcs/Vcd of 4.43(41). We use a highly improved quark discretisation on
MILC gluon fields that include realistic sea quarks, fixing the u/d, s and c masses from the π, K,
and ηc meson masses. This allows a stringent test against experiment for D and Ds masses for the
first time (to within 7 MeV).

The annihilation to a W boson of the Ds, Dd, π or K
meson is a ‘gold-plated’ process with leptonic width (for
meson P of quark content ab) given, up to a calculated
electromagnetic correction factor [1, 2], by:

Γ(P → lνl(γ)) =
G2

F |Vab|2

8π
f2

P m2
l mP

(

1 −
m2

l

m2
P

)2

. (1)

Vab is from the Cabibbo-Kobayashi-Maskawa (CKM) ma-
trix and fP , the decay constant, parameterizes the ampli-
tude for W annihilation. If Vab is known from elsewhere
an experimental value for Γ gives fP , to be compared
to theory. If not, an accurate theoretical value for fP ,
combined with experiment, can yield a value for Vab.

fP is defined from 〈0|aγµγ5b|P (p)〉 ≡ fP pµ calcula-
ble in lattice QCD to handle quark confinement, and
with QED effects omitted. The experimental leptonic
decay rates for K and π are known very accurately and
D and Ds less so, but with expected errors shortly of a
few percent. Accurate predictions from lattice QCD can
be made now, ahead of these results and comparison will
then be a severe test of lattice QCD (and QCD itself).
This has impact on the confidence we have in similar
matrix elements being calculated in lattice QCD for B
mesons that provide key unitarity triangle constraints.

A major error in lattice QCD until recently was missing
sea quarks from the gluon field configurations on which
calculations were done, because of numerical expense.
This has now been overcome. The MILC collaboration [3]
has made ensembles at several different values of the lat-
tice spacing, a, that include sea u and d (taken to have
the same mass) and s quarks with the u/d quark mass
taking a range of values down to ms/10. The sea quarks
are implemented in the improved staggered (asqtad) for-
malism by use of the fourth root of the quark determi-
nant. This procedure, although deemed ‘ugly’, appears
to be a valid discretisation of QCD [4].

For fDq
a large error can arise from the inaccuracy of

discretisations of QCD for c quarks. Discretisation errors
are set by powers of the mass in lattice units, mca, and

Lattice/sea valence r1/a
u0aml, u0ams aml, ams, amc, 1 + ε
163 × 48
0.0194, 0.0484 0.0264, 0.066, 0.85, 0.66 2.129(11)
0.0097, 0.0484 0.0132, 0.066, 0.85, 0.66 2.133(11)
203 × 64
0.02, 0.05 0.0278, 0.0525, 0.648, 0.79 2.650(8)
0.01, 0.05 0.01365, 0.0546, 0.66, 0.79 2.610(12)
243 × 64
0.005, 0.05 0.0067, 0.0537, 0.65, 0.79 2.632(13)
283 × 96
0.0124, 0.031 0.01635, 0.03635, 0.427, 0.885 3.711(13)
0.0062, 0.031 0.00705, 0.0366, 0.43, 0.885 3.684(12)

TABLE I: MILC configurations and mass parameters used
for this analysis. The 163 × 48 lattices are ‘very coarse’, the
203 × 64 and 243 × 64, ‘coarse’ and the 283 × 96, ‘fine’. The
sea asqtad quark masses (l = u/d) are given in the MILC
convention with u0 the plaquette tadpole parameter. Note
that the sea s quark masses on fine and coarse lattices are
above the subsequently determined physical value [8]. We
make a small correction (with 50% uncertainty) to our re-
sults for fπ,K,D,Ds to allow for this, based on our studies of
their sea quark mass dependence and MILC results in [9]. It
has negligible effect on our final numbers and errors. The lat-
tice spacing values in units of r1 after ‘smoothing’ are in the
rightmost column [3, 10]. The central column gives the HISQ
valence u/d, s and c masses along with the coefficient of the
Naik term, 1 + ε, used for c quarks [7].

this is not negligible at typical values of a. However,
mca is not so large that it can easily be removed from
the problem using nonrelativistic methods as is done for b
quarks, for example [5]. The key then to obtaining small
errors for c quarks is a highly improved relativistic action
on reasonably fine lattices (where mca ≈ 1/2).

The FNAL and MILC collaborations previously ob-
tained a prediction for fD of 201(17) MeV and for fDs

of 249(16) MeV [6] using the ‘clover’ action for c quarks.
The 6%-8% error comes largely from discretization er-
rors in the clover action. Our action is improved to a
higher order in the lattice spacing and this means that

Follana et al, Phys.Rev.Lett.100:062002, 2008 (HPQCD).
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Figure 3: Results for the decay constant for the vector cc (J/!) and ss (" ) using currents of different

taste. The ! case is renormalised ‘nonperturbatively’ using results from the comparison of the correlators to

continuum perturbation theory. The " case is renormalised using one-loop lattice QCD perturbation theory

(no error is included for unknown higher orders in the renormalisation in this plot because such an error is

correlated between the points at different lattice spacing). No dependence on the light sea quark mass is seen

in either of these quantities, as expected.

Here we describe a new method which takes a very different approach. It requires a com-

parison of the continuum extrapolation of zero-momentum lattice charmonium correlators to high

order continuum QCD perturbation theory, and the work was done in collaboration with Chetyrkin,

Kühn, Steinhauser and Sturm who performed the continuum calculations [10]. The comparison is

done through the nth ‘time-moments’ of the correlators (defined below) which can be related to nth

derivatives with respect to q0, evaluated at q2 = 0, of the polarisation function of an external current

coupled to a heavy quark loop. This latter quantity is calculable in continuum perturbation theory,

provided that n is not too large. Our results are most accurate for the goldstone pseudoscalar (#c)

correlator. We can simply multiply by the square of the bare charm mass to define an ultra-violet

finite unrenormalised (because of the PCAC relation) current-current correlator:

G(t) ≡ a6$
!x

(am0,c)
2 < 0| j5(!x, t) j5(0,0)|0 > (3.1)

and calculate time-moments as:

Gn =$
t

(t/a)nG(t). (3.2)

Here t goes from -T/2 to +T/2 on the lattice. The comparison to the continuum then becomes

Gn(a= 0) =
gn(%MS(µ),µ/mc)

(amc(µ))n−4
. (3.3)

6

fψ

fϕ



Compute

• Mass factors imply UV finite (PCAC because HISQ)

• Implies: 

Pseudoscalar Correlator

Gcont(t) = Glat(t) +O(a2) for all t

ψcγ5ψc

2

TABLE I: Parameters for the QCD simulations used in this
paper. The inverse lattice spacing a−1 is in units of GeV; L
and T are the spatial and temporal size of the lattices used.
The u and d masses are set equal to mu/d. The configurations
used here were generated by the MILC collaboration [15].
Ncfg is the number of configurations used in each case; we
used multiple time origins and, in some cases, random wall
sources to render statistical errors negligible.

a−1 am0u/d am0s am0c L/a T/a
1.31GeV 0.010 0.048 0.850 16 48
1.31 0.019 0.048 0.850 16 48
1.62 0.005 0.050 0.650 24 64
1.60 0.010 0.050 0.660 20 64
1.63 0.020 0.050 0.648 20 64
2.26 0.006 0.031 0.430 28 96
2.28 0.012 0.031 0.427 28 96
3.24 0.004 0.018 0.280 48 144

c quarks only in the past year — with the new Highly
Improved Staggered Quark (HISQ) discretization of the
quark action [13, 14], which we use here. A lattice QCD
simulation proceeds in two steps. First the QCD pa-
rameters — the bare coupling constant and bare quark
masses in the Lagrangian — must be tuned. Then the
tuned simulation is used to compute vacuum matrix ele-
ments of various quantum operators from which physics
is extracted. An obvious approach to the tuning is to
choose a lattice spacing a, and then tune each of the
QCD parameters so that the simulation reproduces the
experimental value for a corresponding physical quantity
that is well measured. It is more efficient, however, to
first choose a value for the bare coupling and then ad-
just the lattice spacing and bare masses to give physical
results.

In the simulations used here, we set the lattice spacing
to reproduce the correct Υ′−Υ meson mass difference in
the simulations, while we tuned the u/d, s, c and b masses
to give correct values for m2

π, 2m2
K −m2

π, mηc , and mΥ,
respectively. (For efficiency we set mu = md; this leads
to negligible errors in the analysis presented here.) The
important parameters for the particular simulations used
in this paper are listed in Table I; further details can be
found in [11, 14]. Once these parameters are set, there
are no further physics parameters, and the simulation will
accurately reproduce QCD physics for momenta much
smaller than the ultraviolet (UV) cutoff (Λ ∼ π/a). We
have tested these simulations extensively (see, for exam-
ple, [11, 12]) and, in particular, we have done very precise
tests for the charm-quark physics most relevant to this
work. These demonstrate, for example, that our simu-
lations reproduce the low-lying spectrum, including spin
structure, of both charmonium and heavy-light mesons
(D and Ds) to within our simulation uncertainties (a few
percent or less) [13, 14].

Given a tuned simulation, it is straightforward to cal-

culate correlators of the sort used to determine mc. The
simplest of these is for the c quark’s pseudoscalar density,
j5 ≡ ψcγ5ψc:

G(t) ≡ a6
∑

x

(am0c)2〈0|j5(x, t)j5(0, 0)|0〉 (1)

where m0c is the c quark’s bare mass (in the lattice La-
grangian). Here time t is euclidean, and the sum over
spatial position x sets the total three momentum to zero.
Note that G(t) = G(T − t) = G(T + t) where T is the
temporal length of the lattice.

We include two factors of am0c in the definition of
G(t) so that G(t) becomes independent of the UV cutoff
as a → 0. Consequently the lattice and continuum G(t)s
become equal in this limit. Moments Gn are trivially
computed:

Gn ≡
∑

t

(t/a)nG(t), (2)

where, on our periodic lattice [16],

t/a ∈ {0, 1, 2 . . . T/2a−1, 0,−T/2a+1 . . .−2,−1}. (3)

The cutoff independence of G(t) implies that

Gn =
gn(αMS(µ), µ/mc)

(amc(µ))n−4
(4)

for n ≥ 4, where mc(µ) is the MS mass at scale µ and
gn is dimensionless. The c mass can be determined from
moments with n ≥ 6 given Gn from lattice simulations
and gn from perturbation theory (see Appendix). This
assumes that perturbation theory is applicable, which
should be the case for small enough n.

Note that here and elsewhere in this paper we omit
annihilation contributions from cc̄ → gluons → cc̄. This
is allowed provided the same contributions are omitted
from perturbation theory, which we do. Annihilation
contributions to the nonperturbative part of our anal-
ysis would be negligible in any case (for example, they
shift the ηc mass by approximately 2.4MeV, which is less
than 0.1% [13]).

III. REDUCED MOMENTS

The two biggest challenges for lattice QCD in produc-
ing these moments lie in controlling: 1) O((amc)n) er-
rors caused by the lattice approximation; and 2) tuning
errors in the QCD parameters, and especially in the lat-
tice spacing and the c quark’s bare mass. Each of these
potential sources of error is reduced by replacing Gn by
a reduced moment:

Rn ≡






G4/G(0)
4 for n = 4,

amηc

2am0c

(
Gn/G(0)

n

)1/(n−4)
for n ≥ 6,

(5)

Follana et al, Phys.Rev.D78:054513, 2008 (HPQCD).



Low n moments perturbative (Ethreshold = 2mc):

Implies:

Moments

Gn =
∑

t

(t/a)nG(t)

→ ∂n

∂En
Π(E = 0)

gives mc 
(mc only scale)

from continuum 
perturbation th.

from lattice simulations

2

TABLE I: Parameters for the QCD simulations used in this
paper. The inverse lattice spacing a−1 is in units of GeV; L
and T are the spatial and temporal size of the lattices used.
The u and d masses are set equal to mu/d. The configurations
used here were generated by the MILC collaboration [15].
Ncfg is the number of configurations used in each case; we
used multiple time origins and, in some cases, random wall
sources to render statistical errors negligible.

a−1 am0u/d am0s am0c L/a T/a
1.31GeV 0.010 0.048 0.850 16 48
1.31 0.019 0.048 0.850 16 48
1.62 0.005 0.050 0.650 24 64
1.60 0.010 0.050 0.660 20 64
1.63 0.020 0.050 0.648 20 64
2.26 0.006 0.031 0.430 28 96
2.28 0.012 0.031 0.427 28 96
3.24 0.004 0.018 0.280 48 144

c quarks only in the past year — with the new Highly
Improved Staggered Quark (HISQ) discretization of the
quark action [13, 14], which we use here. A lattice QCD
simulation proceeds in two steps. First the QCD pa-
rameters — the bare coupling constant and bare quark
masses in the Lagrangian — must be tuned. Then the
tuned simulation is used to compute vacuum matrix ele-
ments of various quantum operators from which physics
is extracted. An obvious approach to the tuning is to
choose a lattice spacing a, and then tune each of the
QCD parameters so that the simulation reproduces the
experimental value for a corresponding physical quantity
that is well measured. It is more efficient, however, to
first choose a value for the bare coupling and then ad-
just the lattice spacing and bare masses to give physical
results.

In the simulations used here, we set the lattice spacing
to reproduce the correct Υ′−Υ meson mass difference in
the simulations, while we tuned the u/d, s, c and b masses
to give correct values for m2

π, 2m2
K −m2

π, mηc , and mΥ,
respectively. (For efficiency we set mu = md; this leads
to negligible errors in the analysis presented here.) The
important parameters for the particular simulations used
in this paper are listed in Table I; further details can be
found in [11, 14]. Once these parameters are set, there
are no further physics parameters, and the simulation will
accurately reproduce QCD physics for momenta much
smaller than the ultraviolet (UV) cutoff (Λ ∼ π/a). We
have tested these simulations extensively (see, for exam-
ple, [11, 12]) and, in particular, we have done very precise
tests for the charm-quark physics most relevant to this
work. These demonstrate, for example, that our simu-
lations reproduce the low-lying spectrum, including spin
structure, of both charmonium and heavy-light mesons
(D and Ds) to within our simulation uncertainties (a few
percent or less) [13, 14].

Given a tuned simulation, it is straightforward to cal-

culate correlators of the sort used to determine mc. The
simplest of these is for the c quark’s pseudoscalar density,
j5 ≡ ψcγ5ψc:

G(t) ≡ a6
∑

x

(am0c)2〈0|j5(x, t)j5(0, 0)|0〉 (1)

where m0c is the c quark’s bare mass (in the lattice La-
grangian). Here time t is euclidean, and the sum over
spatial position x sets the total three momentum to zero.
Note that G(t) = G(T − t) = G(T + t) where T is the
temporal length of the lattice.

We include two factors of am0c in the definition of
G(t) so that G(t) becomes independent of the UV cutoff
as a → 0. Consequently the lattice and continuum G(t)s
become equal in this limit. Moments Gn are trivially
computed:

Gn ≡
∑

t

(t/a)nG(t), (2)

where, on our periodic lattice [16],

t/a ∈ {0, 1, 2 . . . T/2a−1, 0,−T/2a+1 . . .−2,−1}. (3)

The cutoff independence of G(t) implies that

Gn =
gn(αMS(µ), µ/mc)

(amc(µ))n−4
(4)

for n ≥ 4, where mc(µ) is the MS mass at scale µ and
gn is dimensionless. The c mass can be determined from
moments with n ≥ 6 given Gn from lattice simulations
and gn from perturbation theory (see Appendix). This
assumes that perturbation theory is applicable, which
should be the case for small enough n.

Note that here and elsewhere in this paper we omit
annihilation contributions from cc̄ → gluons → cc̄. This
is allowed provided the same contributions are omitted
from perturbation theory, which we do. Annihilation
contributions to the nonperturbative part of our anal-
ysis would be negligible in any case (for example, they
shift the ηc mass by approximately 2.4MeV, which is less
than 0.1% [13]).

III. REDUCED MOMENTS

The two biggest challenges for lattice QCD in produc-
ing these moments lie in controlling: 1) O((amc)n) er-
rors caused by the lattice approximation; and 2) tuning
errors in the QCD parameters, and especially in the lat-
tice spacing and the c quark’s bare mass. Each of these
potential sources of error is reduced by replacing Gn by
a reduced moment:

Rn ≡






G4/G(0)
4 for n = 4,

amηc

2am0c

(
Gn/G(0)

n

)1/(n−4)
for n ≥ 6,

(5)
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TABLE III: Sources of uncertainty in the determinations of
mc(µ = 3 GeV) from different reduced moments Rn of the
pseudoscalar correlator. The uncertainties listed are percent-
ages of the final result 0.984 (16)GeV.

R6 R8 R10 αMS(MZ)
a2 extrapolation 0.2% 0.3% 0.2% 0.4%
pert’n theory 0.4 0.3 1.3 0.7
αMS uncertainty 0.3 0.4 1.0 0.0
gluon condensate 0.3 0.0 0.3 0.0
statistical errors 0.0 0.0 0.0 0.1
relative scale errors 0.4 0.4 0.4 0.0
overall scale errors 0.6 0.6 0.7 0.1
sea quarks 0.3 0.3 0.3 0.3
finite volume 0.1 0.1 0.3 0.0
Total 1.0% 1.0% 1.9% 0.9%

32, 33]. We did not correct the central values of our
masses for condensate contributions because the conden-
sate’s size is not well known; but we did add a contri-
bution to the uncertainty for each mass that covers the
current range of possible condensate contributions [34].
This has negligible effect on the moments with n ≤ 12
but becomes quite large as n increases.

There are also uncertainties due to the finite spatial
volume of our lattices; our lattices were approximately
2.5 fm across. While our simulations showed no measur-
able volume dependence [19], lattice perturbation theory
shows finite-volume sensitivity for the higher (more in-
frared) moments. This is negligible for lower moments
but grows with n. The finite-volume sensitivity is mostly
an artifact of perturbation theory; confinement signifi-
cantly reduces finite-volume effects. Consequently we as-
sign a finite-volume error to our perturbative factors that
is equal to the entire finite-volume correction in pertur-
bation theory.

One check on the reliability of our analysis comes from
the n = 4 moment, which is dimensionless. We compared
our simulation result for this moment with perturbation
theory in order to extract a new value for the QCD cou-
pling. We obtained

α
(nf =4)

MS
(3 GeV) = 0.230 (18) (15)

which is equivalent to α
(nf =5)

MS
(MZ) = 0.113(4). This

agrees well with the Particle Data Group’s world average
of 0.1176 (20) for the result at µ = MZ [26] but is far
from being the most accurate determination from either
the lattice or the continuum. The bulk of the uncertainty
in our new result for the coupling constant comes from
uncertainties in the a2 extrapolation. Our coupling is
three to four times more sensitive to such effects than
are our mass determinations since the coupling is deter-
mined from radiative corrections (which are suppressed
by a power of αs).

TABLE IV: Simulation results for the reduced moments R(j)
n ,

extrapolated to a = 0, from correlators of local axial-vector
and vector lattice currents, and a point-split lattice vector
current. Corresponding values for mc(µ = 3 GeV) (in GeV)
are also given.

j(5µ)
5µ j(µ)

µ j(1)
µ

n R(j)
n mc(µ) R(j)

n mc(µ) R(j)
n mc(µ)

6 1.243(24) 0.97(3) 1.242(10) 0.99(2) 1.277(29) 0.95(4)
8 1.168(23) 0.95(4) 1.189(9) 0.99(4) 1.182(27) 0.99(5)
10 1.131(22) 0.98(5) 1.167(9) 0.97(5) 1.144(26) 1.00(6)
12 1.106(21) 0.99(6) 1.144(9) 0.97(6) 1.122(26) 1.00(7)
14 1.085(21) 0.98(7) 1.125(9) 0.97(8) 1.103(25) 1.00(9)
16 1.068(21) 1.00(9) 1.110(8) 0.97(10) 1.085(25) 1.00(11)
18 1.098(8) 0.95(13) 1.069(24) 0.99(14)

V. OTHER CORRELATORS

The close agreement between different moments is im-
portant evidence that we understand our systematic er-
rors since these enter quite differently in different mo-
ments. To further check this we repeated our analysis
for three different correlators, which we formed by re-
placing the pseudoscalar operator m0cj5 with each of the
following c-quark currents on the lattice:

j(1)
µ ≡ ψc(x + aµ̂)γµψc(x), (16)

j(µ)
µ ≡ ψc(x)γµψc(x), (17)

j(5µ)
5µ ≡ ψc(x)γ5γµψc(x). (18)

The first two currents are different lattice discretizations
of the vector current and were evaluated for space-like µs;
and the first of these was evaluated in Coulomb gauge.
The third current is a lattice discretization of the axial
vector current and was evaluated for time-like µ. The
superscript on each j labels the “taste” carried by that
operator, using the notation presented in the Appendices
of [13]. Taste is a spurious quantum number, analogous
to flavor, that is an artifact of staggered-quark lattice
discretizations like the HISQ formalism. Taste should not
affect physical results and therefore operators carrying
different taste here should give identical results in the
a → 0 limit. By studying these different currents, we
not only test for conventional systematic errors, but also
verify that HISQ-specific taste effects are negligible [35].

A complication in our lattice analysis of these vector
(or axial-vector) correlators is that none of the currents is
conserved (or partially conserved) on the lattice. Conse-
quently, each lattice current is related to its correspond-
ing continuum operator by a renormalization constant:

jcont = Z(j) j + O(a2) (19)

Z(j) ≡ Z(j)(αMS(π/a), am0c)

where j is one of the lattice currents j(1)
µ , j(µ)

µ , or j(5µ)
5µ ,

and jcont is the continuum current jµ = ψγµψ for the

mc(3 GeV) = 0.986 (10)GeV

mc(mc) = 1.268 (9)GeV
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TABLE III: Sources of uncertainty in the determinations of
mc(µ = 3 GeV) from different reduced moments Rn of the
pseudoscalar correlator. The uncertainties listed are percent-
ages of the final result 0.984 (16)GeV.

R6 R8 R10 αMS(MZ)
a2 extrapolation 0.2% 0.3% 0.2% 0.4%
pert’n theory 0.4 0.9 1.3 0.7
αMS uncertainty 0.3 0.6 1.0 0.0
gluon condensate 0.3 0.0 0.3 0.0
statistical errors 0.0 0.0 0.0 0.1
relative scale errors 0.4 0.4 0.4 0.0
overall scale errors 0.6 0.6 0.7 0.1
sea quarks 0.3 0.3 0.3 0.3
finite volume 0.1 0.1 0.3 0.0
Total 1.0% 1.4% 1.9% 0.9%

To test for nonperturbative effects, we examined the
leading gluon-condensate contribution to our analysis [2,
32, 33]. We did not correct the central values of our
masses for condensate contributions because the conden-
sate’s size is not well known; but we did add a contri-
bution to the uncertainty for each mass that covers the
current range of possible condensate contributions [34].
This has negligible effect on the moments with n ≤ 12
but becomes quite large as n increases.

There are also uncertainties due to the finite spatial
volume of our lattices; our lattices were approximately
2.5 fm across. While our simulations showed no measur-
able volume dependence [19], lattice perturbation theory
shows finite-volume sensitivity for the higher (more in-
frared) moments. This is negligible for lower moments
but grows with n. The finite-volume sensitivity is mostly
an artifact of perturbation theory; confinement signifi-
cantly reduces finite-volume effects. Consequently we as-
sign a finite-volume error to our perturbative factors that
is equal to the entire finite-volume correction in pertur-
bation theory.

One check on the reliability of our analysis comes from
the n = 4 moment, which is dimensionless. We compared
our simulation result for this moment with perturbation
theory in order to extract a new value for the QCD cou-
pling. We obtained

α
(nf =4)

MS
(3 GeV) = 0.230 (18) (15)

which is equivalent to α
(nf =5)

MS
(MZ) = 0.113(4). This

agrees well with the Particle Data Group’s world average
of 0.1176 (20) for the result at µ = MZ [26] but is far
from being the most accurate determination from either
the lattice or the continuum. The bulk of the uncertainty
in our new result for the coupling constant comes from
uncertainties in the a2 extrapolation. Our coupling is
three to four times more sensitive to such effects than
are our mass determinations since the coupling is deter-
mined from radiative corrections (which are suppressed

TABLE IV: Simulation results for the reduced moments R(j)
n ,

extrapolated to a = 0, from correlators of local axial-vector
and vector lattice currents, and a point-split lattice vector
current. Corresponding values for mc(µ = 3 GeV) (in GeV)
are also given.

j(5µ)
5µ j(µ)

µ j(1)
µ

n R(j)
n mc(µ) R(j)

n mc(µ) R(j)
n mc(µ)

6 1.243(24) 0.95(4) 1.268(29) 0.96(4) 1.277(29) 0.95(4)
8 1.168(23) 0.98(4) 1.165(27) 1.01(5) 1.182(27) 0.99(5)
10 1.131(22) 0.98(5) 1.133(26) 1.01(6) 1.144(26) 1.00(6)
12 1.106(21) 0.99(6) 1.118(26) 1.00(7) 1.122(26) 1.00(7)
14 1.085(21) 0.98(7) 1.102(25) 1.00(9) 1.103(25) 1.00(9)
16 1.068(21) 1.00(9) 1.085(25) 1.00(11) 1.085(25) 1.00(11)
18 1.069(25) 0.99(14) 1.069(24) 0.99(14)

by a power of αs).

V. OTHER CORRELATORS

The close agreement between different moments is im-
portant evidence that we understand our systematic er-
rors since these enter quite differently in different mo-
ments. To further check this we repeated our analysis
for three different correlators, which we formed by re-
placing the pseudoscalar operator m0cj5 with each of the
following c-quark currents on the lattice:

j(1)
µ ≡ ψc(x + aµ̂)γµψc(x), (16)

j(µ)
µ ≡ ψc(x)γµψc(x), (17)

j(5µ)
5µ ≡ ψc(x)γ5γµψc(x). (18)

The first two currents are different lattice discretizations
of the vector current and were evaluated for space-like µs;
and the first of these was evaluated in Coulomb gauge.
The third current is a lattice discretization of the axial
vector current and was evaluated for time-like µ. The
superscript on each j labels the “taste” carried by that
operator, using the notation presented in the Appendices
of [13]. Taste is a spurious quantum number, analogous
to flavor, that is an artifact of staggered-quark lattice
discretizations like the HISQ formalism. Taste should not
affect physical results and therefore operators carrying
different taste here should give identical results in the
a → 0 limit. By studying these different currents, we
not only test for conventional systematic errors, but also
verify that HISQ-specific taste effects are negligible [35].

A complication in our lattice analysis of these vector
(or axial-vector) correlators is that none of the currents is
conserved (or partially conserved) on the lattice. Conse-
quently, each lattice current is related to its correspond-
ing continuum operator by a renormalization constant:

jcont = Z(j) j + O(a2) (19)

Z(j) ≡ Z(j)(αMS(π/a), am0c)

5

TABLE III: Sources of uncertainty in the determinations of
mc(µ = 3 GeV) from different reduced moments Rn of the
pseudoscalar correlator. The uncertainties listed are percent-
ages of the final result 0.984 (16)GeV.

R6 R8 R10 αMS(MZ)
a2 extrapolation 0.2% 0.3% 0.2% 0.4%
pert’n theory 0.4 0.9 1.3 0.7
αMS uncertainty 0.3 0.6 1.0 0.0
gluon condensate 0.3 0.0 0.3 0.0
statistical errors 0.0 0.0 0.0 0.1
relative scale errors 0.4 0.4 0.4 0.0
overall scale errors 0.6 0.6 0.7 0.1
sea quarks 0.3 0.3 0.3 0.3
finite volume 0.1 0.1 0.3 0.0
Total 1.0% 1.4% 1.9% 0.9%

To test for nonperturbative effects, we examined the
leading gluon-condensate contribution to our analysis [2,
32, 33]. We did not correct the central values of our
masses for condensate contributions because the conden-
sate’s size is not well known; but we did add a contri-
bution to the uncertainty for each mass that covers the
current range of possible condensate contributions [34].
This has negligible effect on the moments with n ≤ 12
but becomes quite large as n increases.

There are also uncertainties due to the finite spatial
volume of our lattices; our lattices were approximately
2.5 fm across. While our simulations showed no measur-
able volume dependence [19], lattice perturbation theory
shows finite-volume sensitivity for the higher (more in-
frared) moments. This is negligible for lower moments
but grows with n. The finite-volume sensitivity is mostly
an artifact of perturbation theory; confinement signifi-
cantly reduces finite-volume effects. Consequently we as-
sign a finite-volume error to our perturbative factors that
is equal to the entire finite-volume correction in pertur-
bation theory.

One check on the reliability of our analysis comes from
the n = 4 moment, which is dimensionless. We compared
our simulation result for this moment with perturbation
theory in order to extract a new value for the QCD cou-
pling. We obtained

α
(nf =4)

MS
(3 GeV) = 0.230 (18) (15)

which is equivalent to α
(nf =5)

MS
(MZ) = 0.113(4). This

agrees well with the Particle Data Group’s world average
of 0.1176 (20) for the result at µ = MZ [26] but is far
from being the most accurate determination from either
the lattice or the continuum. The bulk of the uncertainty
in our new result for the coupling constant comes from
uncertainties in the a2 extrapolation. Our coupling is
three to four times more sensitive to such effects than
are our mass determinations since the coupling is deter-
mined from radiative corrections (which are suppressed
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are also given.
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8 1.168(23) 0.98(4) 1.165(27) 1.01(5) 1.182(27) 0.99(5)
10 1.131(22) 0.98(5) 1.133(26) 1.01(6) 1.144(26) 1.00(6)
12 1.106(21) 0.99(6) 1.118(26) 1.00(7) 1.122(26) 1.00(7)
14 1.085(21) 0.98(7) 1.102(25) 1.00(9) 1.103(25) 1.00(9)
16 1.068(21) 1.00(9) 1.085(25) 1.00(11) 1.085(25) 1.00(11)
18 1.069(25) 0.99(14) 1.069(24) 0.99(14)

by a power of αs).

V. OTHER CORRELATORS

The close agreement between different moments is im-
portant evidence that we understand our systematic er-
rors since these enter quite differently in different mo-
ments. To further check this we repeated our analysis
for three different correlators, which we formed by re-
placing the pseudoscalar operator m0cj5 with each of the
following c-quark currents on the lattice:

j(1)
µ ≡ ψc(x + aµ̂)γµψc(x), (16)

j(µ)
µ ≡ ψc(x)γµψc(x), (17)

j(5µ)
5µ ≡ ψc(x)γ5γµψc(x). (18)

The first two currents are different lattice discretizations
of the vector current and were evaluated for space-like µs;
and the first of these was evaluated in Coulomb gauge.
The third current is a lattice discretization of the axial
vector current and was evaluated for time-like µ. The
superscript on each j labels the “taste” carried by that
operator, using the notation presented in the Appendices
of [13]. Taste is a spurious quantum number, analogous
to flavor, that is an artifact of staggered-quark lattice
discretizations like the HISQ formalism. Taste should not
affect physical results and therefore operators carrying
different taste here should give identical results in the
a → 0 limit. By studying these different currents, we
not only test for conventional systematic errors, but also
verify that HISQ-specific taste effects are negligible [35].

A complication in our lattice analysis of these vector
(or axial-vector) correlators is that none of the currents is
conserved (or partially conserved) on the lattice. Conse-
quently, each lattice current is related to its correspond-
ing continuum operator by a renormalization constant:

jcont = Z(j) j + O(a2) (19)

Z(j) ≡ Z(j)(αMS(π/a), am0c)

Compare PDG 2006
which gives 0.1176(20)

αMS(MZ , nf = 5) = 0.1174 (12)
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FIG. 3: αMS(MZ , nf =5) from R4 and ratios Rn/Rn+2. The
gray band is our final result for the coupling, 0.1174 (12),
which comes from R4 and R6/R8.

where we set the renormalization scale µ to 3 GeV [30].
The full third-order coefficients for the n = 4, 6, 8 mo-
ments were computed for this analysis and are presented
in the Appendix. The third-order coefficients for mo-
ments with n ≥ 10 are only partially complete: our anal-
ysis includes all µ-dependent terms (that is, logn(µ/mc)
terms), but the constant parts have not yet been com-
puted. Consequently we take the truncation uncertainty
in rn to be of order [31]

σrn =






rmax
n α4

MS
(µ) for n = 4, 6, 8,

rmax
n α3

MS
(µ) for n ≥ 10,

(16)

where

rmax
n = max (|rn,1|, |rn,2|, |rn,3|) . (17)

Another source of uncertainty in all of our moments
comes from nonperturbative effects. In the previous sec-
tion, we discuss how we remove nonperturbative con-
tributions involving the sea-quark masses. To assess
the importance of gluonic contributions, we also include
the leading gluon-condensate contribution in our mo-
ments [2, 32, 33]. We do this by multiplying rn by a
factor of the form (1+dn〈αsG2/π〉/(2mc)4)) where, here,
mc = mc(mc) and dn is computed through leading order
in αMS(mc). The value of the condensate is not well
known; we set 〈αsG2/π〉 = 0± 0.012 GeV4, which covers
the range of most current estimates [34].

Note that coefficients in the rn expansion, Eq. (15),
depend upon mc(µ) through scale-dependent loga-
rithms, logn(µ/mc(µ)). Consequently, the mass appears
on both sides of Eq. (12), and the equation is an im-
plicit equation for mc(µ). The mc(µ)-dependence on the
right-hand side, however, is suppressed by αMS(µ), and
therefore the equation is easily solved numerically.

Our final results for the c-quark’s mass, mc(µ) at
µ = 3GeV for nf = 4 flavors in the MS scheme, are
listed in Table II, and plotted in the upper-left panel of
Figure 2. As is clear from the figure, all moments agree

TABLE III: Sources of uncertainty in the determinations of
mc(µ = 3GeV, nf = 4) and αMS(MZ , nf = 5) from different
reduced moments Rn of the pseudoscalar correlator. The un-
certainties listed are percentages of the final results.

mc(µ) αMS(MZ)
R6 R8 R4 R6/R8

a2 extrapolation 0.2% 0.3% 0.4% 0.2%
perturbation theory 0.4 0.3 0.6 0.6
αMS uncertainty 0.3 0.4 – –
mc(µ) uncertainty – – 0.1 0.1
gluon condensate 0.3 0.0 0.4 0.7
statistical errors 0.1 0.0 0.2 0.1
m0c errors from r1/a 0.5 0.6 0.3 0.4
m0c errors from r1 0.6 0.6 0.1 0.1
mu/d/s extrapolation 0.2 0.2 0.2 0.4
finite volume 0.1 0.1 0.0 0.3
µ→MZ evolution 0.0 0.0 0.1 0.1
Total 1.0% 1.1% 1.0% 1.1%

on the mass although the higher moments may be less
trustworthy (see [2]). The first two moments (n = 6, 8)
give results that are twice as accurate as the others be-
cause we have full O(α3

MS
) perturbation theory in these

cases. We average the two results, which agree, to obtain
our final result for the mass:

mc(3 GeV, nf =4) = 0.986 (10)GeV (18)

Evolving down to scale µ = mc(µ) using fourth-order
evolution [35–38], this is equivalent to [39]

mc(mc, nf =4) = 1.268 (9)GeV. (19)

We used αMS(3 GeV, nf = 4) = 0.252 (10) in the per-
turbation theory needed to extract mc(µ). We derived
this from the current Particle Data Group average for
the nf = 5 coupling at µ = MZ , which is 0.1176 (20) [40].
The coupling can also be extracted directly from R4 and
from the ratios Rn/Rn+2, as discussed above. Taking
mc(µ) = 0.986 (10)GeV, we obtain the couplings, for
scale µ = 3 GeV and nf = 4, shown in Table II. The
first two determinations listed in the table are far more
accurate than the others because we know perturbation
theory through third order. We can average these to ob-
tain a composite value for the coupling of:

αMS(3 GeV, nf =4) = 0.251 (6). (20)

To allow comparison with other work we converted
our couplings to nf = 5 by adding a b-quark with
mass mb(mb) = 4.20(7) GeV [40], and evolving them to
scale MZ . The results are shown in Figure 3. Averaging
the first two numbers, which agree with each other, we
get:

αMS(MZ , nf =5) = 0.1174 (12). (21)



a, mu/d Extrapolations



Test extrapolation using fake data:

• Use different theoretical models (n-th order chiral formulas, Bernard’s 
staggered-quark chiral perturbation theory, ...) with random 
parameters to generate fake data for same lattice spacings and light-
quark masses used in real simulation. 

• Add correlated statistical noise to simulate Monte Carlo noise.

• Extrapolate using same analysis code as in real simulation.

• Check whether extrapolated results for decay constants agree with 
exact results (from theoretical model evaluated at a=0 with correct 
masses).

• Repeat 100s of times.

Fake Data



Pion, Kaon Decay Constants

Extrapolated results for pion and kaon decay constants agreed 
with “exact” results to within ±1σ for 71% of 500 fake data sets.
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D, Ds Decay Constants



fD, fDs Extrapolations

• Lines are for lattice spacings 
0.15, 0.12, and 0.09 fm.

• Mass ratio is approx mu,d/ms.

• fDs almost independent of mu,d.

• fDs extrapolation 2%.
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Masses and Decay Constants (2008)
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Appendix : Constrained Fits and Error Budgets

Constrained fitting, with Bayesian priors, is the most reliable tool for analyzing systematic

errors associated with correlator fits and continuum, chiral and other extrapolations that involve
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