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Solutions to problems are easy to find: 
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Abstract 
In this tutorial we describe design principles for high-β 

superconducting accelerating cavities. Both RF and 

mechanical aspects of the cavity design are presented. We 

discuss approaches to cavity shape optimization and 

illustrate these approaches with computer simulations. 

SUPERCONDUCTING CAVITIES FOR 

HIGH-ββββ    ACCELERATORS 

A particle accelerator consists of many systems that 

make the acceleration possible: a particle source, a 

vacuum chamber, a focusing system and many others. The 

device that immediately provides the acceleration by 

imparting energy to the charged particles is usually a 

microwave resonant cavity.  Normal- and super-

conducting materials are used to fabricate accelerating 

cavities.  As over the last two decades the science and 

technology of RF superconductivity has evolved and 

matured [1], more and more modern accelerators began 

using superconducting (SC) accelerating structures, which 

have several attractive features as compared to normal-

conducting cavities.  The most salient of those features 

are high accelerating field, Eacc, in continuous wave (CW) 

and long pulse operating modes and high quality factor 

Q0, a universal figure of merit characterizing the ratio of 

the energy stored in the cavity to the energy lost in one 

RF period. 

The evolution of superconducting accelerating 

structures for acceleration of particles with β ≈ 1 (these 

are light particles, electrons and positrons, or high-energy 

protons; β = v/c , where v is the speed of the particle and 

c is the speed of light) led to cavities with an elliptical cell 

shape.  The length of the cavity gap is usually L = β λ /2, 

λ being the wavelength, for the so called π mode in 

multicell cavities.  Heavier particles, e.g., ions or low-

energy protons, have low values of β .   SC cavities for 

these particles are of different designs: split-ring 

resonators, half-wave-long and quarter-wave-long coaxial 

resonators, spoke cavities.  The transition between low-

velocity cavity shapes and elliptical cavities usually 

occurs at β = 0.6…0.8.  This is because cavities with 

elliptical cells for small β  become very big as lower 

frequencies are used and less stable mechanically (the 

accelerating gap shortens and cavity walls become more 

vertical).  Low-β  SC cavity design is discussed in another 

tutorial [2].  Here we will talk about elliptical cavities for 

velocity-of-light particles. 

 
Figure 1: Single cell and multicell elliptical cavities. 

The term “elliptical cavity” means that the profile line 

of the cavity consists of several (usually two) elliptic arcs 

and, possibly, a straight lines between them.  An 

equatorial arc serves two purposes.  Firstly, it was found 

[3] that this shape eliminates multipacting, which was 

limiting performance of cylindrical pill-box cavities.  

Later on [4] it was understood that using an arc of optimal 

shape in elliptical cavities makes distribution of the 

magnetic field along the surface more uniform and thus 

reduces the peak value of the magnetic field in elliptical 

cavities.  This in turn leads to higher accelerating 

gradients and lower losses.  Use of elliptic arcs in the 

cavity iris area reduces the peak surface electric field [5], 

which alleviates field emission. 

A typical accelerating structure consists of a chain of 

cells coupled together via irises (Fig. 1).  An extreme case 

is a single cell cavity that is quite often employed in high-

current circular accelerators.  The beam tubes attached to 

the end cells allow particles to pass through the structure.  

Additional ports on the beam tubes serve to bring RF 

power into the cavity to establish the field and to deliver 

power to the beam, to sample the cavity field for 

regulation and monitoring, to extract power of higher-

order modes (HOMs) excited by the beam. 

The number of cavities in an accelerator can vary from 

only a few cavities to many thousands. For example, 

electron-positron storage ring CESR operates with only 

four single cell superconducting RF cavities [6] (Fig. 5a), 

while the International Linear Collider (ILC) [7], now 

under design, will require more than 15,000 accelerating 

structures, each about one meter long (Fig. 2). 

While the main purpose of accelerating cavities is to 

provide energy to charged particle beams at a fast 

acceleration rate, operating cavities with the highest 
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achievable gradient is not always optimal for an 

accelerator.  There are machine-dependent and 

technology-dependent factors that determine operating 

gradient of RF cavities and influence the cavity design, 

such as accelerator cost optimization, maximum power 

through an input coupler, necessity to extract HOM 

power, etc.  Based on accelerating gradient, RF power and 

HOM damping requirements, one can divide SC cavities 

into five types listed in Table 1.  Figs. 2 through 5 show 

pictures of different superconducting cavity types.  

Niobium being the material of choice for SC accelerating 

cavities, all shown cavities are fabricated out of bulk sheet 

niobium with the exception of LHC cavity (Fig. 5c), 

where a thin film of niobium is sputtered on to a cavity 

fabricated out of copper sheets. 

Table 1: High-β cavity types. 

 Example Accelerating 

gradient 

RF power HOM damping 

Pulsed linacs ILC [7], XFEL[8], Fig. 2 High  

(≥ 25 MV/m) 

High peak (> 250 kW),  

low average (~ 5 kW) 

Moderate  

(Q = 10
4
…10

6
) 

CW low-current 

linacs 

CEBAF [9], Fig3; 

ELBE [10] 

Moderate to low 

(8…20 MV/m) 

Low average  

(5…15 kW) 

Relaxed 

CW high-current 

ERLs 

Cornell ERL [11],  

Electron cooler for RHIC 

[12] 

Moderate  

(15…20 MV/m) 

Low average  

(few kW) 

Strong 

(Q = 10
2
…10

4
) 

CW high-current 

injectors for ERLs 

Cornell ERL injector [13], 

Fig.4;  JLab FEL 100 mA 

injector [14] 

Moderate to low 

(5…15 MV/m) 

High average  

(50…500 kW) 

Strong 

(Q = 10
2
…10

4
) 

CW high-current 

storage rings 

CESR [6], KEKB [15], 

LHC [16], Fig. 5 

Low 

(5…10 MV/m) 

High average 

(up to 400 kW) 

Strong 

(Q ~ 10
2
) 

 

 

 
Figure 2:  A 1.3 GHz, 9-cell TESLA cavity [17] for 

ILC and XFEL. 

 
Figure 3:  A pair of 1.5 GHz, 5-cell cavities for 

CEBAF. 

 
Figure 4:  A 1.3 GHz, 2-cell cavity for Cornell ERL 

injector. 

(a)  

(b)  

(c)  

Figure 5:  Cavities for high-current storage rings.  

(a) 500 MHz CESR cavities, (b) 508 MHz KEKB 

cavity, (c) 400 MHz LHC cavity. 



FIGURES OF MERIT 

Although elliptical cavity shapes are used for the 

velocity-of-light superconducting cavities, we will often 

use a single cell pill-box or cylindrical cavity in this 

section for illustration purposes as one can use analytical 

formulae for the pill-box cavity without beam pipes.  For 

a very good introduction into resonant cavities we 

recommend a textbook [18].   

An infinite number of eigenmodes having different 

field distributions and generally different resonant 

frequencies can exist in a cavity. These modes in the pill-

box cavity belong to two families: transverse magnetic 

(TM) modes and transverse electric (TE) modes.  In 

some special cases two modes can have the same resonant 

frequency (degenerate modes).  The modes can have 

different number of variations along each of three 

cylindrical coordinates (φ, r, z) and are designated 

accordingly.  For example, the transverse magnetic mode 

with one variation along azimuth, two variations along 

radius and zero variations along longitudinal coordinate z 

is called TM120.  The fundamental, or lowest RF 

frequency, mode (TM010) is usually employed for particle 

acceleration as it has the highest shunt impedance (see 

below). 

The cavity is characterized by various parameters 

(figures of merit). The operating frequency f is one of 

the most important ones. Dimensions of a cavity are of the 

order of the wave length that is 

fc=λ . 

On the one hand, using frequencies below several 

hundreds of megahertz renders the cavity very big and 

expensive. On the other hand, one cannot use frequencies 

higher than several gigahertzes because it is hard to 

fabricate very small cavities and one would need a large 

number of cavities for a substantial acceleration.  

Superconducting cavities, as opposed to normal 

conducting ones, tend to favor lower frequencies, because 

RF losses in superconductors increase as frequency 

squared (see description of the surface resistance below). 

As can be seen from Fig. 6, for maximal acceleration 

we need 

2

RFT

c

d
Tcav ==

β
, 

so that the field always points in the same direction while 

particles traverse the cavity. Here cavT  is the time interval 

when a particle, or a bunch of particles, passes through 

the cavity, d is the length of the cavity and RFT  is the 

period of the radio frequency. 

Then the accelerating voltage in the cavity is 

( ) TdEdzezrEV

d
ikz

zcav 0

0

,0 === ∫ , 

here Ez is the z component of the cavity electric field,       

k = ω / β c  is the wave number, ω is the angular 

frequency, E0 is the electric field amplitude and T is the  

 
Figure 6: Pill-box cavity with beam tubes and the plot of 

the cavity electric field vs. time. 

 
Figure 7:  Geometry of an inner half-cell of a multicell 

cavity and field distribution along the profile line. 

transit time factor, which for the pill-box cavity without 

beam pipes is 

( )
π2

2

2sin
==

kd

kd
T ,  for  d = λ/2. 

The accelerating field is TEdVE cavacc 0== . 

Other important parameters are the maximal, or peak, 

values of the electric and magnetic fields on the surface, 

Epk and Hpk.  High surface fields can harm the cavity 

operation.  High surface electric field might cause an 

electric breakdown and/or field emission in the cavity, 

which leads to high levels of X-ray radiation and 

increases the cavity losses. High surface magnetic field 

might cause a quench or thermal breakdown in a 

superconducting cavity.  More details on the detrimental 

effects of high surface fields can be found in [1].  Fig. 7 

shows fields along the cell profile line and the locations of 

peak surface fields for an inner half-cell of a multicell 

cavity. 

Peak fields are proportional to the accelerating field in 

the cavity, thus the values Epk/Eacc and Hpk/Eacc do not 

depend on the accelerating voltage and are called 

normalized electric and magnetic fields. The normalized 

fields depend only on the shape of the cavity.  Typical 



values of Epk/Eacc are 2…2.6; typical values of Hpk/Eacc are 

40…50 Oe/(MV/m). 

For RF currents superconducting materials are not loss-

free even at temperatures close to 0 K.  The very small, 

compared to normal conducting materials, losses are 

characterized by the RF surface resistance sR , which can 

be expressed as 

( ) .0
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21 RefTAR kT

T

s +=

∆
−

 

Here A is a material-dependent constant, 2∆ is the energy 

gap of the superconductor, R0 is the residual resistance.  

Typical surface resistance of a well prepared niobium 

superconducting surface is several tens of nanoohms, 

while for very good normal conductors the value is in the 

milliohm range. 

Dissipated power, stored energy and the quality 

factor are important figures of merit. The surface current 

in the cavity is proportional to the magnetic field H.  The 

power dissipated per unit area is 

2
s

c ||
2

1
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= . 

The total power dissipated in the cavity wall is given by 

the surface integral: 

∫=
S
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2

1
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The stored energy can be calculated as 
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since the time averaged energy in the electric field equals 

that in the magnetic field. 

The quality factor of the cavity is defined as 

cRFc

0
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U

P
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Q π

ω
== , 

which is 2π the number of cycles it takes to dissipate the 

energy stored in the cavity.  A typical value of Q for a 

normal conducting copper cavity is of the order of Qnc = 

10
4
. A superconducting cavity can have the quality factor 

of about Qsc = 10
10

. 

From the formulae for U and cP  we can derive 
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This formula can be re-written as s0 RGQ = , where 
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G is known as the geometry factor. From the last 

equation one can see that it depends on the cavity shape 

only, not its size. 

The shunt impedance Rsh determines how much 

acceleration one gets for a given dissipation: 

 

c
2

cavsh PVR = , 

so to maximize acceleration for given Pc one must 

maximize the shunt impedance. 

Another important figure of merit is 

UVQR c 0
2

0sh ω= . 

This value has not acquired a stable name and is often 

referred to as specific shunt impedance or simply “R 

over Q”.  However, some authors call it geometric shunt 

impedance, because it depends only on the cavity 

geometry similarly to the geometry factor G. 

A cavity can be exited at different frequencies 

corresponding to different modes of oscillations, not only 

at the fundamental frequency 0ω .  Higher-order modes 

can be exited by the bunched beam passing through the 

cavity. The higher the beam current is, the more power 

can be transferred to the fields of HOMs. These parasitic 

modes can destroy the bunch. The parameter QR /  can be 

calculated for these modes as well and is used to 

determine the level of HOM excitation by the charges 

traversing the cavity. 

MULTICELL CAVITY MODES 

A multicell cavity can be represented as a system of 

coupled oscillators. This means that, likewise connected 

mechanical pendulums, the system can oscillate at 

different modes with different frequencies. In Fig. 8 one 

can see two mechanical pendulums connected with a 

weak spring. This spring does not disturb oscillations 

when pendulums are swinging “in-phase”. However, 

when they are moving in opposite directions (assuming 

that they do not collide), the frequency will be slightly 

higher due to the presence of the spring. The same effect 

exists in a two-cell cavity: fields in adjacent cells can 

have the same or opposite directions. These modes are 

called 0 mode and π mode, corresponding to the phase 

shift between fields in neighboring cells. Difference in 

frequencies of two modes is larger if the coupling (the 

spring) between two cells (pendulums) is stronger. The 

cell-to-cell coupling is characterized via the coupling 

coefficient: 

%1002
0

0 ⋅
+

−
⋅=

ff

ff
kc

π

π . 

In a 9-cell cavity we will find nine modes of oscillation 

forming a fundamental mode passband.  Plotting 

frequencies of these modes on a graph (Fig. 9) versus the 

mode number, we obtain a cosine-like dispersion curve, 

where the 9
th

 point corresponds to the π mode, usually the 

working mode for superconducting structures. If the 

frequency of this mode is too close to the frequency of the 

neighboring mode, the neighboring mode can also be 

excited by an RF generator.  This may be avoided by 

increasing the aperture cell-to-cell coupling.  Higher order 

modes also form passbands, see for example a detailed 

study of the TESLA cavity passbands in [19]. 



Modes of a 2-cell cavity …

… and their mechanical analogue  

Figure 8:  Analogy between a two-cell cavity and two 

spring-coupled mechanical pendulums. 
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Figure 9:  Dispersion curve of the 9-cell TESLA cavity 

and the cavity geometry. Only one half of the cavity 

geometry is shown. 

USING RF CODES 

There are a number of computer programs designed to 

solve an eigenvalue problem for accelerating cavities.  

Some codes are designed to solve it for axially symmetric 

geometries (2-D codes), others can calculate full 3-D 

problems.  Among 2-D codes we would like to mention 

SUPERFISH [20], and SuperLANS [21]. 3-D codes such 

as MAFIA [22], Microwave Studio [23], HFSS [24] and 

others, are usually less accurate and have larger runtime.  

For faster calculation it is sometimes convenient to 

remove elements that break axial symmetry and solve the 

2-D problem first; then add asymmetric elements and use 

a 3-D code to find out how those elements disturb the 

fields and change the cavity parameters.  Below we 

briefly describe features of several RF codes. 

Example 1:  SuperLANS 

SuperLANS (or SLANS) is designed to calculate 

monopole modes of axially symmetric RF cavities using a 

finite element method of calculation and a mesh with 

quadrilateral bi-quadratic elements (Fig. 10). 

SLANS calculates the mode frequency and many 

secondary parameters such as the quality factor, stored 

energy, transit time factor, geometric shunt impedance, 

maximal electric and magnetic fields, acceleration, 

acceleration rate.  The program interface allows plotting 

for a given mode its field distribution along axis, force 

lines, and surface fields.  All fields can be written into 

output file in ASCI format. 

Input data for SLANS present a table (insert in Fig. 10) 

describing the boundary of a cavity geometry. The 

boundary may consist of straight segments and elliptic 

arcs.  If the cavity is symmetric, only one half of its 

geometry may be entered while specifying a boundary 

condition at the plane of symmetry.  This boundary 

condition can be either “electric wall” or “magnetic wall”.  

SLANS also allows including lossless dielectric materials 

into the cavity geometry. There are more codes belonging 

to the SLANS family.  CLANS solves eigenvalue 

problem for monopole modes in geometries containing 

lossy dielectric and ferromagnetic insertions.  Programs 

SLANS2 and CLANS2 calculate azimuthally asymmetric 

(dipole, quadrupole, etc.) modes in cavities.  The latter 

program allows including lossy materials. 

 
Figure 10:  TESLA cell geometry and its description in 

SLANS. 

Example 2:  MAFIA 

MAFIA is an acronym of MAxwell’s equations using 

the Finite Integration Algorithm.  It is a suit of modules 

that can calculate not only RF cavities, but other 

electromagnetic structures, including electrostatic and 

magnetostatic devices. It also includes time domain and 

particle-in-cell solvers.  MAFIA has been quite 

extensively used in the accelerator physics community.  

An example of the 3-D model of CESR B-cell cavity for 

MAFIA is shown in Fig. 11. 



Example 3:  Microwave Studio 

This is relatively recent addition to the field of 3-D RF 

codes.  It combines a user friendly interface and good 

simulation performance.  This code surpasses MAFIA as 

a more precise tool for RF cavity calculations.  

Microwave Studio makes the process of inputting the 

structure geometry more convenient by providing a 

powerful solid modeling front end. Strong graphic 

feedback simplifies the definition of the device under 

investigation even further. After the components have 

been modeled, a fully automatic meshing procedure is 

applied before a simulation engine is started. Perfect 

Boundary Approximation increases accuracy of the 

simulation by an order of magnitude in comparison to 

conventional simulators. Since no method works equally 

well in all application domains, the software contains 

three different simulation techniques (transient solver, 

frequency domain, eigenmode solver) to best fit the 

application. Full parameterization of the structure modeler 

enables the use of variables in the definition of 

components.  Fig. 12 presents a Microwave Studio model 

of the Cornell ERL injector SC cavity. 

 
Figure 11:  3-D model of CESR B-cell cavity for MAFIA 

calculations [25]. 

 
Figure 12:  Microwave Studio model of the Cornell ERL 

injector cavity. 

CAVITY DESIGN ISSUES 

Although the cavity is the heart, the central part of an 

accelerating module, it is only one of many parts and its 

design cannot be easily decoupled from the design of the 

system as a whole.  Very often requirements to different 

parts of the cryomodule are competing.  Fig. 13 illustrates 

the complex relationship between the accelerator 

requirements, associated effects, cavity parameters and 

the cryomodule and cavity design.  Below we briefly 

explain some machine-related design issues. 

The radiation pressure due to the cavity electromagnetic 

field causes a small deformation of the cavity shape 

resulting in a shift of the cavity resonant frequency, so-

called Lorentz-force detuning.  This effect can be 

especially detrimental for a pulsed operation, as it causes 

the cavity frequency change during the RF pulse.  

Optimizing the cavity shape and employing stiffeners can 

somewhat alleviate the problem.  Further improvement 

can be obtained by using a fast tuner, piezo-electric or 

magneto-strictive, to compensate the detuning during the 

pulse. 

Operating superconducting cavities in CW regime at 

moderate to high accelerating gradients leads to a 

significant RF power dissipation in the cavity walls and 

hence a significant cryogenic load.  The cavity shape 

optimization aiming to increase the shunt impedance 

helps to reduce this load.  CW operation also influences 

the operating frequency and temperature choice.  Careful 

thermal analysis of the cryomodule is a must, as the heat 

flow should be intercepted and carried away and all 

cryogenic piping should be sized appropriately. 

A high-current bunched beam passing through a 

cavity interacts not only with the cavity fundamental 

mode, being accelerated by its electromagnetic field, but 

also with the higher-order modes.  The latter interaction is 

undesirable as it can cause various instabilities of beam 

motion.  To reduce the parasitic effect of the beam-HOM 

interaction, one needs to pay close attention to the 

properties of HOMs during the cavity shape optimization 

process and design special HOM absorbers for strong 

damping of the parasitic modes. 

The other aspect of the high-current operation is heavy 

beam loading of the accelerating structure.  The active 

part of the beam loading is responsible for high RF power 

demand, while the reactive part should be compensated by 

appropriate detuning of the cavity (tuner design issue) or 

can be dealt with by RF control feedback loops, or both. 

A high beam power transfer requirement limits the 

choice of operating frequencies as there are very few 

high-power RF tubes available.  It requires cavities to 

have low external quality factor, which in turn affects the 

cavity shape optimization and the input coupler design. 

The beam quality (emittance) should be preserved 

during machine operation.  To assure this, one has to 

reduce unwanted interaction of the beam with not only 

HOMs, but also with the transverse components of the 

fundamental mode electric and magnetic fields by 

carefully aligning the cavity relative to the beam axis 

(mechanical   design   of   the  cavity   and   cryostat)   and 
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Figure 13:  Machine-related cavity design issues. 

reducing transverse kick caused by the input coupler and 

HOM couplers. 

If the machine operates with low beam power, it is 

desirable to make external Q factor as high as possible to 

reduce the RF power from the transmitter.  The limiting 

effect in this case is often the microphonic noise.  It can 

be reduced by careful mechanical design of the 

cryomodule and use of special feedbacks. 

It is obvious that in a short tutorial like this one, it is 

impossible to thoroughly present all aspects of the cavity 

design so we will concentrate on some issues, briefly 

describe others and only mention the rest of them. 

CAVITY SHAPE OPTIMIZATION 

To minimize the fundamental mode losses ( cP ) in the 

cavity, one must maximize 0sh QRG ⋅ : 
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The value 0sh QRG ⋅ , similar to both of its components, 

depends only on the cavity geometry and hence is more 

convenient for comparing cavities of different designs 

than the shunt impedance, which depends on material 

properties and operating frequency.  It will be used later 

in our example of cavity optimization. 

 

Quantity CESR B-cell Ideal pill-box 

G 270 Ω 257 Ω 

Rsh/Q0 88 Ω 196 Ω 

Epk/Eacc 2.5 1.6 

Hpk/Eacc 52 Oe/(MV/m) 30.5 Oe/(MV/m) 

Figure 14:  Comparison of two single cell cavities. 

Since cavities are designed for different applications, 

one has to make different trade-offs in their designs.  

Compare, for example, values of G and R/Q for two 

cavities (Fig. 14): the CESR superconducting B-cell 

cavity and the pill-box cavity without beam pipes. The 

beam current in CESR is high, which necessitated making 

beam pipes large to allow propagation of HOMs.  It 

resulted in the increase of Hpk and Epk and in a drop of 

R/Q.  This illustrates the trade-off when the performance 

of the fundamental mode was somewhat compromised to 



improve characteristics of higher-order modes for the high 

beam current operation of CESR.  

EXAMPLE OF G×R/Q OPTIMIZATION: 

LOW LOSS CAVITY 

A new cavity shape, optimized for low losses (LL 

shape, Fig. 15), was proposed in [26] for the CEBAF 12 

GeV upgrade.  The original data and our calculations with 

SLANS are presented in Table 2. Although there are some 

discrepancies in results (within +2…-1%), we consider 

them small.  We will use this geometry as a reference and 

are going to show below how our optimization procedure 

produces similar geometry. 

 

Table 2: Low Loss cavity parameters. 

 Original data [26] SLANS results 

Epk/Eacc 2.17 2.21 

Hpk/Eacc 37.4 Oe/(MV/m) 37.6 Oe/(MV/m) 

kc 1.49 % 1.47 % 

R/Q 128.8 Ohm 128.9 Ohm 

G 280.3 Ohm 278.2 Ohm 

G×R/Q 36,103 Ohm
2
 35,848 Ohm

2
 

 
Figure 15:  Low loss cavity for JLab’s 12 GeV upgrade. 

Let us imagine that we do not know the geometry of the 

optimized cavity.  Initially we choose the shape similar to 

the original Cornell geometry designed for CEBAF with 

75-degree tilted wall.  The initial shape, Fig. 16, has the 

following dimensions: A = B = 34.21 mm (circular 

equatorial region), a = 10 mm,  b = 20 mm. 

We will search for a shape that has Epk/Eacc and Hpk/Eacc 

not worse than in the LL cavity, and with maximized 

G×R/Q.  Our initial shape is far from optimized by losses 

(10.6% higher) and by Hpk/Eacc (8.4% higher).  However 

Epk/Eacc is 11.8 % lower. 

 
Figure 16:  The initial shape. 

 
Figure 17:  Normalized values as functions of b.  

There are only four independent parameters that can be 

used for optimization: A, B, a, and b.  The half-cell length 

L is predetermined as a quarter of the wave length.  The 

radius of the beam pipe Rbp is set by accelerator 

requirements and is not a subject of this optimization, the 

equatorial radius Req will be adjusted by the code to tune 

the cavity resonant frequency, the length of the straight 

segment l is determined from the condition that it is 

tangential to the two ellipses. 

Let us first see how much progress one can make by 

changing only one of the geometric parameters, namely b 

(Fig. 17).  Here we normalize values of Epk/Eacc, Hpk/Eacc, 

and G×R/Q so that for the LL geometry all of them are 

equal to 1. First we need to decrease normalized Hpk/Eacc 

below 1, while keeping normalized Epk/Eacc below 1 as 

well. From Fig. 17 one can see that in this case the best 

value for b is 7 mm (we cannot go further as normalized 

Epk/Eacc reaches 1). However, the improvement in Hpk and 

G×R/Q is not big (2.1 % for the latter).  It is clear that one 



needs to vary all four independent parameters in a search 

for an optimized geometry. 

Algorithm of cavity optimization for Low Losses. 
There are many methods to search for a minimum of a 

function of many variables. But most of them work poorly 

with additional restrictions such as normalized fields < 1.  

Further, changing A, B, a, and b separately does not help 

too much. We propose to use the following algorithm: 

1. We check values of G×R/Q and other relevant 

parameters making steps in all 4 coordinates (A, B, a, 

and b), including simultaneous steps. This gives us 

80 points, plus the central point. The total number of 

points (or nodes) for calculations is 81 (Fig. 18). 

2. We take the best value of G×R/Q on this 4-

dimensional cube under the condition that normalized 

Epk and Hpk < 1 (during initial steps we will decrease 

normalized Hpk to 1). 

3. If the goal function G×R/Q improves when we have 

2 steps in a row along the same coordinate, we double 

the step size for this coordinate. If the goal function 

along some direction is not improved we halve the 

step size for this direction. 

4. Additionally, some elements of the gradient method 

are also used. 

 
Figure 18:  Illustration to the algorithm of optimization. 

 
Figure 19:  First run: decrease Epk and Hpk. Geometrical 

parameters are in mm. 

Following the described algorithm we can reduce the 

value of normilized Hpk/Eacc to 1, keeping the normalized 

Epk/Eacc below 1 (Fig. 19, upper graph). Value of G×R/Q 

improved because lower Hpk means lower losses. The 

lower graph in Fig. 19 shows the change in geometrical 

parameters. 

Thus we have obtained practically the same results as 

for the LL cavity, and nearly the same shape.  However, 

one can continue the optimization and improve G×R/Q 

even further.  An additional 2% can be gained as shown in 

Fig. 20. 

 
Figure 20: Second run: further improvement of G×R/Q. 

 
Figure 21: Third run: let’s go reentrant. 



 

 
Figure 22:  Consecutive change of the shape during optimization for low losses. 

Checking the cell shape reveals that the slope of the 

cavity wall at the point of conjugation of two elliptic arcs 

becomes 90°. This is likely the reason why the LL cavity 

was not optimized to this stage: the slope angle of about 

82° lets liquid flow easily from the surface during 

chemical treatment and high pressure rinsing. 

There is no, though, fundamental reasons to restrict this 

angle to be less than 90°.  Removing this restriction 

allows us to continue the optimization.  The geometry 

then becomes reentrant, which gives us an additional 2% 

improvement in G×R/Q (Fig. 21). 

Fig. 22 illustrates the consecutive change of the shape 

from the original to the reentrant after each run of the 

optimization procedure as described above. 

The cavity with reentrant shape presents some 

technological challenges.  It is more difficult to perform 

chemical etching and high pressure rinsing on such 

geometry.  The geometry is also mechanically weaker 

than the regular non-reentrant cavity. However, it has 

lower losses and potentially higher accelerating gradient. 

Recent experiments at Cornell have shown that the 

technological challenges can be overcome and a very high 

gradient was obtained with the reentrant shape cavity 

[27]. 

MULTIPACTING 

Multipacting (MP) is a phenomenon of resonant 

secondary electron multiplication in RF structures 

operated under vacuum.  It is an undesirable effect that 

can lead to a build-up of large number of electrons, which 

absorb RF power so that it becomes impossible to 

increase the cavity fields by raising the incident power.  

MP is a common phenomenon in cavities and input 

couplers.  It is very important to do simulations of MP 

during the cavity design stage.  Indeed, multipacting was 

once a limitation of accelerating gradient in 

superconducting RF cavities. 

Electrons emitted from the RF surface into the cavity 

follow a trajectory such that they impact back at the 

surface an even-integer (one point MP, Fig. 23) or odd-

integer (two point MP) number of half RF periods after 

emission.  If the secondary emission yield of the surface 

material is larger than unity, then impacting electrons free 

more electrons causing an avalanche effect. 

 
Figure 23: Typical one-point multipacting trajectories of 

first to third order [1]. 

It was overcome in superconducting cavities by 

adopting spherical/elliptical cell shape [3].  In such 

geometry electrons drift to equatorial region, where 

electric field is near zero (Fig. 24).  As a result MP 

electrons gain very little energy and MP stops. 

However, at high accelerating gradients conditions exist 

for stable multipacting [28, 29], though it is usually very 



weak and easily processed.  Fig. 25 shows stable electron 

trajectories near the cavity equator at peak electric field of 

45 MV/m. 

Boundaries of the MP zones can be found analytically 

only for a few special geometries.  In all other cases 

computer codes can be utilized.  There are several such 

codes available, see details in review papers [30, 28]. 

 
Figure 24:  Electron trajectories in an elliptical cavity [1]. 

 
Figure 25:  Stable electron trajectories of a two-point MP 

near the cavity equator. 

BEAM-CAVITY INTERACTION 

As a bunch of charged particles traverses a cavity, it 

deposits electromagnetic energy, which is described in 

terms of wakefields (time domain) or higher-order modes 

(frequency domain), see Fig. 26.  Subsequent bunches are 

affected by these fields and at high beam intensities one 

must consider instabilities. 

 
Figure 26:  Wakefields of a bunch passing through a two-

cell cavity, calculated using computer code NOVO [31]. 

Fine details of the wakefields themselves are usually of 

a lesser interest than the integrated effect of a driving 

charge on a test particle traveling behind it as both 

particles pass through a structure.  The integrated field 

seen by a test particle traveling on the same path at a 

constant distance s behind a point charge q is the 

longitudinal wake (Green) function w(s).  Then the wake 

potential is a convolution of the linear bunch charge 

density distribution λ(s) and the wake function: 

( ) sdssswsW

s

′′′−= ∫
∞−

)()( λ . 

Once the longitudinal wake potential is known, the total 

energy loss is given by 

∫
∞

∞−

=∆ dsssWU )()( λ . 

The more energy the first bunch looses, the more the 

likelihood of adverse effects on the subsequent bunches. 

Now we can define the loss factor, which tells us how 

much electromagnetic energy per unit charge a bunch 

leaves behind in a structure:  

2
q

U
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∆
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The following programs are used for calculations in the 

time domain: ABCI [31], NOVO [32] (both are 2-D), and 

MAFIA [22] (3-D).  The programs cannot calculate 

Green functions, but only wake potentials for bunches of 

a finite length. 

In the frequency domain fields in the cavity are 

represented as an infinite sum of fields of its eigenmodes.  

The lowest, or fundamental mode is usually used for 

acceleration.  The rest of them (HOMs) are responsible 

for the energy loss and various beam instabilities.  The 

counter-part of the wake potential is the impedance.  For a 

single mode one can calculate the loss factor as 
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The total wake potential is an infinite sum of individual 

mode wake potentials.  For mode details on wakefields 

and wake potentials we refer the readers to an excellent 

introduction by P. B. Wilson [33]. 

RF codes (see section “Using RF codes”) can be used to 

evaluate parameters such as resonant frequency, R/Q and 

Q of higher-order modes.  While these codes work well 

for modes trapped inside the structure, other methods are 

employed to calculate parameters of propagating modes. 

A time domain (FFT) method is one of the methods to 

evaluate modes that can propagate inside the beam pipe 

above cut-off.  A long-range wake potential is calculated 

and then FFT is applied to obtain impedance.  The 

calculation is repeated for longer and longer range until 

the Q factor of a mode of interest stops changing [34].  

This and other methods are discussed in [35]. 



Why do we need to take special care of HOMs?  If they 

do not decay sufficiently between bunches, then fields 

from the subsequent bunches can interfere constructively 

(resonant effect) and cause various instabilities.  For 

example, multi-bunch instabilities in synchrotrons and 

storage rings or beam break-up instabilities in re-

circulating linacs.  The growth rate of instabilities is 

proportional to the impedance of HOMs.   This may be 

especially bad in superconducting cavities, where natural 

decay of the modes is very weak.  That is why practically 

all SRF cavities have special devices to damp HOMs by 

absorbing their energy.  As these dampers are located on a 

beam pipe outside the accelerating cell, very often it is 

necessary to optimize the cavity shape to improve 

coupling of especially dangerous modes to the damper. 

HOM EXTRACTION/DAMPING 

The HOM dampers consist of a transmission line 

attached to the cavity beam pipe via a coupling interface 

and a broadband terminating load [36].  As most modern 

accelerators demand strong HOM damping, we will 

briefly discuss various options.  These options include 

using multiple coaxial antenna/loop couplers (example: 

TESLA cavity loop coupler [17], Fig. 27), rectangular 

waveguide dampers [35] (Fig. 28), radial line dampers 

[37] (Fig. 29), enlarged round (KEKB, Fig. 5b) and fluted 

(CESR, Fig. 5a) beam pipes, coaxial beam-pipes.  The 

waveguide and beam pipe methods employ transmission 

lines with cut-off frequency above the cavity fundamental 

mode frequency thus effectively rejecting it.  The other 

methods require designing a special choke joint or a notch 

filter for the fundamental mode rejection, which must be 

carefully tuned prior to installation.  As it was already 

mentioned above, in all cases the transmission line must 

be terminated by a broadband load.  In the case of a 

widely accepted enlarged beam pipe approach, a section 

of the beam pipe lined with a microwave absorbing 

material serves as such load.  HOM couplers of this type 

(Fig. 30) are especially suitable for high-current, short 

bunch accelerators (KEKB, CESR, Cornell ERL, Electron 

cooler for RHIC, 4GLS, etc.) 

INPUT COUPLER INTERFACE 

Both rectangular waveguide (Fig. 31) and coaxial 

(Fig. 32) couplers are used.  Major advantages and 

disadvantages of two kinds of input couplers are listed in 

Table 3 [38].  The cavity/coupler interface determines 

how strongly an RF feeder line is coupled to the cavity.  

The design of this interface also affects the magnitude of a 

parasitic transverse kick received by the beam due to non-

zero on-axis transverse electromagnetic fields.  Here we 

just mention some interface issues as fundamental power 

couplers are covered in a separate tutorial [39]. 

The geometry of the coupling slot in the beam pipe wall 

determines the coupling strength for waveguide input 

couplers.  An external quality factor of 2×10
5
 is achieved 

in the CESR B-cell cavity [6] with the slot geometry 

shown  in  Fig. 33.   If weaker  coupling  is  desired,  the 
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Figure 27: Coaxial loop coupler for superconducting 

TESLA cavities [17]. 

 
Figure 28:  Waveguide HOM dampers [35]. 
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Figure 29:  HOM damping using a radial line [37]. 

 

Figure 30:  “Porcupine” ferrite-lined beam pipe HOM 

load of the CESR B-cell cavity [40]. 

geometry of the cavity/coupler interface can be quite 

different as, for example, λ/2 stub-on-stub design of the 

original CEBAF cavities, Fig. 34.  However, the fields in 



the coupler region are quite asymmetric in this design, 

producing transverse beam kick.  The CEBAF upgrade 

cryomodule (Fig. 31) is outfitted with an improved design 

featuring a λ/4 stub with zero kick to the beam and 

stronger coupling [41]. 

In case of coaxial couplers the interface is simply a 

round port on the cavity beam pipe.  The location of this 

port relative to the cavity and the amount of penetration 

and the shape of the antenna (the termination of the 

coaxial line inner conductor) determine the coupling 

strength.  It is easier to make this type of couplers 

adjustable than the waveguide couplers. 

Table 3: Pros and cons of waveguide and coaxial 

couplers. 

      Pros      Cons 

Waveguide 

• Simpler design 

• Better power 

handling 

• Easier to cool 

• Higher pumping 

speed 

• Larger size 

• Bigger heat leak 

• More difficult to 

make variable 

 

Coaxial 

• More compact 

• Smaller heat leak 

• Easier to make 

variable 

• Easy to modify 

multipacting power 

levels 

• More 

complicated design 

• Worse power 

handling 

• More difficult to 

cool 

• Lower pumping 

speed 

 
Figure 31:  Waveguide coupler for CEBAF upgrade 

cryomodule [42]. 

 

Figure 32: Coaxial coupler for APT cavity [43]. 

 

 

Figure 33:  Coupling slot of the CESR B-cell cavity 

fundamental input coupler [25]. 

 
Figure 34:  The cavity/coupler interface of the original 

CEBAF cavities [9]. 

MECHANICAL ASPECTS OF THE 

CAVITY DESIGN 

A superconducting cavity has to withstand mechanical 

stresses induced by i) a differential pressure between 

beam pipe vacuum and atmospheric or sub-atmospheric 

pressure in the helium vessel,  ii) cool-down from room 

temperature to cryogenic temperatures,  iii) tuner 

mechanism operation, etc.  To avoid plastic deformation 

of cavity walls the cumulative mechanical stress must not 

exceed the cavity material yield strength.  This may 

Beam pipe 

Rectangular waveguide 

Beam pipe λ/2 stub 



require increase of the cavity wall thickness. On the other 

hand, very thick walls can compromise heat removal from 

the inner cavity surface and increase parasitic heat leak 

from warmer parts of the cryomodule.  Careful 

mechanical and thermal computer simulations are usually 

performed to assess these issues and find a compromise.  

Codes like ANSYS [44] are widely used for such 

simulations.  Fig. 35 shows mechanical stress calculation 

results by ANSYS for CESR B-cell cavity. 

The other aspect that affects the choice of the cavity 

wall thickness is tunability versus Lorentz-force detuning.  

The electromagnetic field in an RF cavity exerts a 

pressure on the cavity wall.  This radiation pressure 

causes a small deformation of the cavity walls and a 

change ∆V of its volume [45].  The net deformation is 

bending inwards at the cavity iris and outwards at the 

equator with the consequence of the cavity resonant 

frequency shift depending on the field amplitude: 
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Figure 35: ANSYS simulation of the B-cell cavity.  

(Courtesy of G.H. Luo, NSRRC.) 

The Lorentz-force detuning can be evaluated using a 

combination of mechanical (e.g., ANSYS) and RF (e.g., 

Microwave Studio) codes.  While in CW operation at a 

constant field it results in a static detuning easily 

compensated by the tuner feedback, it may nevertheless 

cause problems during start-up.  It is especially 

detrimental in pulsed operation, where the dynamics of 

the detuning plays an important role.  Increasing 

mechanical stiffness of the cavity, for example by 

stabilizing iris region with stiffening rings [17] somewhat 

alleviates the problem.  Using feedforward techniques can 

further improve the field stability [46]. 

One more aspect of the cavity design is careful study of 

mechanical modes of the cavity itself and as a part of the 

cryomodule.  Any mechanical vibration outside the 

cryomodule can couple to the cavity exciting its 

mechanical resonances.  Mechanical vibrations of the 

cavity walls modulate the cavity resonant frequency, 

which in turn translates in amplitude and phase 

modulation of the cavity field.  This parasitic modulation 

is frequently called microphonic noise or simply 

microphonics.  Fig. 36 presents an example of ANSYS 

simulations of vibration modes for a 7-cell 

superconducting cavity.  For more details on 

ponderomotive instabilities and microphonics we refer 

readers to the tutorial [47]. 

 

Figure 36:  Example of vibration modes of a 7-cell cavity: 

transverse, longitudinal, breathing (ANSYS simulations). 

(Courtesy of M. Liepe, Cornell University.) 

CAVITY DESIGN EXAMPLE:     

CORNELL ERL INJECTOR CAVITY 

We would like to illustrate how the approaches 

discussed in this tutorial are applied to a real cavity 

design.  We have chosen the Cornell ERL injector cavity 

[48] as an example.  The superconducting cavities of the 

injector cryomodule are supposed to provide a total of 500 

kW of RF power to a high-average-current beam with the 

repetition rate of 1300 MHz.  Consequently, the permitted 

beam current depends on the injector energy and varies 

from 100 mA at 5 MeV to 33 mA at 15 MeV.  The 

acceleration process in the injector must preserve the low 

emittance of high-brightness beam obtained from the 

photoemission electron gun.  This imposes additional 

restrictions on the cavity design.  Namely the transverse 

kick from the input coupler has to be minimized and the 

HOMs have to be damped. 

Cavity shape optimization 

At an early stage of the project it was decided to limit 

RF power to 100 kW per input coupler, which determined 

the need for five cavities.  Two reasons determined the 

number of cells per cavity.  On the one hand, the fewer the 

number of cells the better, as the number of higher-order 

modes is fewer and it is easier to damp them.  On the 

other hand, one does not want to push the field strength 

too much as we are already pushing the average RF power 

per cavity to 100 kW.  Thus the trade-off is two cells per 

cavity, which sets the accelerating gradient in the range 

from 4.3 to 13 MV/m. 

Having the same frequency as the TESLA cavity [17], 

it was natural to chose the shape of the 2-cell cavity to be 

TESLA-like for the first iteration (Fig. 37a). However, it 

turned out that this geometry has a trapped dipole mode. 

In order to allow this mode to propagate into the beam 

pipe we decided to use the KEK approach by enlarging 

one of the beam pipes. We chose the inner radius of one 

of the beam pipes and the radius of the iris equal to those  



 
Figure 37:  a) Geometry with a trapped dipole mode 

(TESLA-like);  b) KEKB geometry with a propagating 

dipole mode;  c) optimized geometry for the ERL injector 

with a propagating dipole mode [48]. 

of TESLA. Scaling of the KEK single-cell dipole-mode-

free cavity gave us bigger inner radii. A decrease of the 

inner iris radius increases the frequency of the dipole 

mode significantly, so we kept the TESLA value for the 

inner iris radius. The larger beam pipe, right side in Figs. 

37b and 37c, serves for propagating the dipole mode out 

of the cavity. The right iris (Fig. 37c) secures identity of 

the fields in both cells but does not preclude the coupling 

of the dipole mode to the beam pipe. 

Having the same frequency as the TESLA cavity [17], 

it was natural to chose the shape of the 2-cell cavity to be 

TESLA-like for the first iteration (Fig. 37a). However, it 

turned out that this geometry has a trapped dipole mode. 

In order to allow this mode to propagate into the beam 

pipe we decided to use the KEK approach by enlarging 

one of the beam pipes. We chose the inner radius of one 

of the beam pipes and the radius of the iris equal to those 

of TESLA. Scaling of the KEK single-cell dipole-mode-

free cavity gave us bigger inner radii. A decrease of the 

inner iris radius increases the frequency of the dipole 

mode significantly, so we kept the TESLA value for the 

inner iris radius. The larger beam pipe, right side in Figs. 

37b and 37c, serves for propagating the dipole mode out 

of the cavity. The right iris (Fig. 37c) secures identity of 

the fields in both cells but does not preclude the coupling 

of the dipole mode to the beam pipe. 

The optimization process included taking care not only 

of the fundamental mode (the surface fields and R/Q), but 

also of the lowest dipole, TE11-like mode, in which 

frequency was kept at least 10 MHz above the cut-off 

frequency of the large beam pipe.  Table 3 presents some 

cavity parameters obtained after the optimization. 

The simulation with MultiPac [49] indicate that this 

cavity shape is free of multipacting.  Though the resonant 

motion of electrons can take place at peak surface electric 

 
Figure 38: Two-cell cavity with the twin-coaxial input 

coupler and details of the coupler-cavity interface [50]. 

Table 3: Selected parameters of the two-cell ERL 

injector cavity. 

frequency 1300 MHz 

Epk/Eacc 1.94 

Hpk/Eacc 42.8 Oe/(MV/m) 

kc 0.7 % 

R/Q 218 Ohm 

Qext range 4.6×10
4
…4.1×10

5
 

fields of 30 – 40 MV/m, these fields are well above the 

operating range and the impact energy of about 26 eV is 

too low for electron multiplication. 

Input coupler interface optimization 

A coaxial coupler was chosen for this cavity.  This kind 

of coupler is easier to make adjustable and it is also 

simpler to incorporate into the cryomodule.  A rather low 

required external quality factor (see Table 3) may 

necessitate deep insertion of the antenna into the beam 

pipe and therefore produce strong transverse kick.  This 

has lead to a twin coupler design [50] (Fig. 38).  The on-

axis transverse fields from two symmetric couplers cancel 

each other, thus producing zero kick to beam on axis.  

Additional benefits are the reduced requirements to per 

coupler RF power and external Q.  The transition from the 

coaxial line to the beam pipe and the shape of the antenna 

tip were optimized to get maximal coupling to the cavity. 

HOM damping 

Sections of the beam pipe lined with microwave-

absorbing materials (Fig. 39) are inserted between the 

cavities to reduce Q factors of higher-order modes.  Use 

of materials with different permeability and permittivity 

spectra (two types of ferrites and one type of ceramics) 

allows extending the bandwidth of the load to tens of 

gigahertz.  Unlike the CESR load (Fig. 30), located 

outside the cryostat at room temperature, the ERL injector 

load operates inside the cryomodule.  The dissipated 

power is carried out by cold helium gas at a temperature 

close to 80 K.  CLANS simulations of the five-cavity 

cryomodule equipped with six HOM loads confirmed 

high efficiency of HOM damping using beam pipe 

absorbers (Fig. 40). 



 

Figure 39: Section view of the Cornell ERL injector 

ferrite HOM load [51]. 
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Figure 40:  Results of CLANS calculation of HOMs’ 

quality factors for the Cornell ERL injector cryomodule 

[51]. 

2-cell cavity

The number of cells was a trade-off between requirements to have:

i) Low HOM impedance (fewer cells is better)

and

ii) Moderate to low field gradient (more cells is better for a fixed accelerating voltage per cavity)

Large 106 mm diameter 

tube to propagate all TM 

monopole HOMs and all

dipole modes
Symmetric twin 

input coupler

to avoid transverse kick

Reduced iris to maximize

R/Q of accelerating mode:

lower cryogenic load

f = 1.3 GHz (TESLA)

Optimum: 1 GHz – 1.5 GHz

Lower f: Larger cavity surface, higher material cost,…

Higher f: Higher BCS surface resistance, stronger wakes, … 
 

Figure 41: Design features of the two-cell Cornell ERL injector cavity [52].

 

Highlights of the design 

The Cornell ERL injector two-cell cavity illustrates a 

consistent approach to the design and optimization of a 

high-β superconducting cavity.  Such factors as 

minimization of the fundamental mode RF losses, taking 

care of higher-order modes, designing the high average 

power input coupler with strong coupling and minimal 

transverse kick were taken into account (Fig. 41). 

SUMMARY AND 

ACKNOWLEDGEMENTS 

In this tutorial we discussed different aspects of the 

high-β superconducting cavity design.  Several issues 

were addressed in detail while others were mentioned 

only briefly.  Choices in cavity design strongly depend on 

particular accelerator requirements.  Therefore a system 

approach has to be used in designing contemporary 

superconducting cavities.  Modern computer programs 

and fast computers not only assist in the design process, 

but allow using multi-variable optimization algorithms.  

An example of cavity shape optimization was presented.  

Study of multipacting and beam-cavity interaction must 

be performed to avoid undesirable effects.  Careful 

attention should be paid to cavity interfaces with other 

components of a cryomodule.  The Cornell ERL injector 

cavity was used as an example of consistent approach to 

cavity design. 

The authors would like to acknowledge help and advice 

of H. Padamsee.  J. Knobloch kindly provided us his 

unpublished talk [53]. 
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